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Abstract 

This paper analyzes how the influence of firm-level innovation determinants varies over the 

industry life cycle. Two sets of determinants are distinguished: (1) determinants of a firm’s 

innovation propensity, i.e. the likelihood of being innovative and (2) determinants of its 

innovation intensity, i.e. innovation sales. By combining the literature emphasizing firms’ 

internal resources (micro level) with the research strand on the role of the industry context 

(meso-level), the paper develops hypotheses about the relative importance of firm-level 

innovation determinants over the industry life cycle. Estimation of a firm-level model of 

innovation in Sweden, while acknowledging the stage of the life cycle of the industry a firms 

belongs to, shows that the importance of the determinants of innovation propensity and 

intensity are not equal over the stages of an industry’s life cycle.  
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1. Introduction 

Firms’ innovation efforts and outcomes take place in contexts. One of the contexts in which 

innovation happens is provided by the industry in which firms operate in. A large literature on 

industry life cycles (ILC) emphasizes that the stage of the life cycle of the industry in which a 

firm operates provide an important context for innovation [1] [2] [3] [4]
2
. The stage of the ILC 

is often claimed to be an important factor influencing the dynamics and behavior of firms, 

particularly innovative behavior [5]. This has been a recurrent argument in the evolutionary 

school of economics [6], and in particular the literature on technological regimes [7]. However, 

one aspect that is seldom dealt with is if and to what extent the stage of an ILC influences the 

relative importance of firm-level innovation determinants
3
. The aim of this paper is to fill this 

gap in the literature. 

This paper provides an empirical analysis on how the relative importance of firm-level 

innovation determinants varies over the stages of ILC in which firms operate and innovate. 

This is done by bringing together micro (firm-level innovation studies) and meso level 

arguments (ILC literature) in which innovation happens, and testing them in a common 

empirical setting. While this is rarely done in the literature, it is frequently called for [8, p. 

206]. Apart from such contribution, the paper has a number of novelties. In particular, it 

employs firm-level Community Innovation Survey (CIS) data, allowing for a direct measure of 

innovation and a distinction between determinants of innovation propensity (probability of 

being innovative) and intensity (innovation sales), respectively. Such distinction is beneficial 

(at least) from theoretical point of view (this will be discussed in section 4). The paper also 

adapts various established methods to empirically identify stages of industry life cycles.  

Using firm-level CIS4 data for Sweden, it is shown that firm’s innovation investment has the 

highest explanatory power for innovation intensity of firms in growing industries. Size is more 

pronounced to explain likelihood of being innovative for firms in mature industries. Finally, 

engagement in international trade appears to be the most influential determinant for innovation 

propensity of firms in declining industries. The analyses provide a better understanding of the 

significance of innovation determinants over the ILC, which may lead to a better contingency 

approach for firms as well as policy makers with regard to innovation strategy and policy. 

                                                           
2
 The (product) life cycle concept can be can be traced back at least to the work by [64]. 

3
 Several studies address various ‘aspects’ of innovation through the stages of ILC: who innovate [5] [60] [3], how 

much innovation [61] [3] [44], what mode of innovation [42], and where innovation takes place [45]. The aspect 
that this paper is dealing with is what makes innovation, i.e. determinants of innovation, which seems rare in 
literature. 
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The rest of the paper is organized as follows. Section 2 builds hypotheses concerning the 

relative importance of each innovation determinants based on ILC stages. This is done by 

describing important innovation determinants briefly and weaving it with the specific 

characteristics of each stages of ILC. Section 3 develops empirical methods for identification of 

the stages of the ILC. Section 4 describes the dataset, presents the firm-level model of 

innovation, tests the hypotheses by empirical estimation, and discusses the main results. 

Section 5 summarizes, concludes and discusses further research. 

 

2. Determinants of Innovation and Industry Life Cycle  

The main argument of this paper is that the role of different firm-level innovation determinants 

depends on the stage of the industry in which firms operate. The overall reason for such claim 

is that the meso-level context (here referring to stage of ILC) does matter for firm-level 

innovation, which is motivated by evolutionary economics [6] and particularly by technological 

regime literature [7]. As Malerba [9, p. 387] noted “heterogeneous firms [within a same 

industry] facing similar technologies, searching around similar knowledge bases, undertaking 

similar production activities, and embedded in the same institutional setting, share some 

common behavioral traits and develop a similar range of learning patterns, behavior, and 

organizational form” 
4
. Section 2.1 and 2.2 develop the hypothesis concerning the relative 

importance of the innovation determinants over stages of ILC, by distinguishing them into two 

groups: determinants of innovation propensity and innovation intensity. 

2.1. Determinants of innovation propensity  

In line with neo-Schumpeterian literature and the resource based view (RBV), one of the 

determinants of innovation propensity of firms is shown to be human capital (or skilled labor). 

Human capital is considered as reflecting a firm’s capacity to absorb, assimilate and develop 

‘new knowledge and technology’ [10] [11]. The more such new knowledge and technology, the 

more innovation propensity of the firms is expected [12] [13]. 

                                                           
4
 There is indeed a recent and alternative approach arguing that industries do not account for the considerable 

fraction of variance observed in firm’s innovation strategy [67] [68]. Therefore, the result of the analysis of this 
paper is only valid assuming to accept the standard industry classification and the systematic difference between 
industries in their innovative behavior. While it is not a perfect assumption, nevertheless the debate between 
two approaches seems to be still open, so no strict preference seems to be established in favor of the alternative 
approach. 
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The crucial point is that such new knowledge (leading to higher innovation propensity) is 

needed and also generated mostly in the ‘early stage’ of ILC, in compare with later stages. This 

is because in the early stage of the ILC, product and market situation is uncertain and in order 

to overcome such uncertainty and reaching to the dominant design, there is a need for the 

generation of new knowledge and innovation [14] [1]. As noted before, it is usually assumed 

that such knowledge generation and development is accomplished mostly by human capital 

(skilled labor). This can be interpreted as the relative importance of human capital in the early 

stage of ILC (i.e. growing industries) in compare with later stages. Such statement is clearly 

concluded in [5, p. 571] : “an industry tends to rely on the highest component of skilled labor 

during the early stages of the life-cycle, and the least amount of skilled labor after the product 

has become standardized in the mature and declining phases”. 

More specifically, the reason for such statement could be the fact that growing stage of ILC is 

usually characterized by labor-intensity rather than capital-intensity [15] [5]. Accordingly, [16] 

provide empirical evidence showing that firms entering/exiting in early stages of the product 

life cycle are more knowledge-intensive than their counterparts in later stages. Hirsch [15] 

already argued that ‘human capital’ can be more influential for production (of innovation) in 

the growing industries, while capital and unskilled labor are the most important production 

factors in the mature (and declining) stage(s). Recent empirical evidences also emphasized the 

importance of skilled labor in the growing stage of industries [17], while noting even negative 

effect of it in later stages [18]. This is again because of lack of dominant design in the growing 

industries and the more pronounced need for the generation of new knowledge, which is 

assumed to be accomplished by skilled labor (human capital). 

Moreover, comparing the role of human capital in earlier versus later stages of ILC could be 

analogical to compare Schumpeter Mark I/entrepreneurial regime versus Schumpeter Mark 

II/routine regime, respectively, where the role of human capital is argued to be more 

pronounced for the sake of higher innovation propensity in the former rather than the later 

regime
5
. The relative importance of human capital has been also studies over the stages (age) of 

the plants, and similar evidence has been found in line with the studies over the stages of ILC: 

the importance of human capital is declining as the age of the plant is increasing [10].  

To sum up, human capital is mostly responsible for generation of new knowledge within the 

firms and the more new knowledge the more innovation propensity for firms. Importantly, the 

need for generation of new knowledge is expected to be more pronounced in the growing stage 

                                                           
5
 The terminology ‘entrepreneurial regime’ versus ‘routine regime’ is associated with [65]. 
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of ILC in compare with later stages, and hence the need for human capital (as the generator of 

such new knowledge). Therefore, the first hypothesis is formulated as follows: 

 

Hp1: Human capital is more important for innovation propensity of the firms in growing 

industries than the firms in other stages of ILC. 

 

Another determinant of innovation propensity of firms is considered to be the ‘size’ of the 

firms. The size reflects access to finance and scale economies [19]. Such access to finance and 

scale economies play a crucial role for firms to increase (i) advertisement power (leading to 

product differentiation) [20] and (ii) scope economies for R&D (provided by scale economy in 

production) [21].   

However, innovation studies provide different evidences concerning the exact role of firm 

size and the innovation propensity. Some studies show that the likelihood of being innovative is 

positively related to the size of firms [22] [23] [19]. Other studies provide evidence in favor of 

the high propensity to innovate among the very small firms [24]. One possible explanation for 

such diverse results can be considering the context in which innovation happens, i.e. (again) 

stage of ILC. 

There are indeed evidences showing that large firms probably have competitive advantageous 

over small ones within ‘mature’ industries, whereas small firms have competitive advantageous 

in growing industries [5]. The reason can be stated based on modified Schumpeterian 

hypothesis concerning innovation patterns: mature industries are commonly characterized as 

capital-intensive industries and existence of such capital-intensity tends to provide a 

concentrated market and higher appropriability to innovation, leading to impose the entry 

barriers to small-firm innovation, while relatively promoting large-firm innovation [15] [5] [7]. 

Further elaboration is already provided by Vernon [14] who defined the later stages of the 

(product) life cycle as the presence of a standardized product concept in the market, which is 

characterized by the existence of a mature technology. There is not that much needs to the rapid 

change and evolution of the products any more, instead, a relatively high level of (physical) 

capital is required in this stage for higher innovation propensity (mostly toward process 

innovation). On the other hand, the size of the firm seems not to be very crucial (and even 

harmful in some cases) for innovation of firms in ‘growing’ industries. Pavitt and Wald [25] 

argued that small-firms have innovative advantage in industries in the early stages of the life-

cycle (where the use of skilled labor plays a large role). 
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To sum up, it is argued that large firms probably have competitive advantageous over small 

ones within mature industries (due to existence of capital-intensity), hence, the probability to 

innovate is expected to be higher for larger firms in these industries. These large firms in 

mature stage of ILC are presumably more able to (and also more willing to) invest heavily in 

innovation activities, specifically toward process innovation [1] [26] [27]. This can be 

interpreted as indicating the relatively higher importance of ‘size’ for increasing the probability 

of being innovative for firms in the mature industries (in compare with firms in other stages)
6
. 

 

Hp2: Size is more important for innovation propensity of the firms in mature industries than the 

firms in other stages of ILC. 

 

Firms engaged in international trade are regularly claimed to have better access to foreign 

knowledge and technology, hence higher propensity to innovation, since international trade is 

assumed to act as a conduit for flow of knowledge for firms [28] 7. Such argument is backed up 

by Learning-By-Exporting literature, too [29] [30] [31]. Moreover, there are empirical 

evidences showing the importance of engagement in import for firm’s performance [32] [33] 

[34]
8

. Similar argument has been also raised by economic geographers by noting the 

importance of “global pipeline” (i.e. import and export) as a source of knowledge for firms’ 

innovativeness [35]
9
.  

However, engagement in international trade requires overcoming the fixed and sunk costs of 

such engagements, which in turn require considerable physical capital stock [36] [37]. The 

large firms are usually assumed as the ones who own such capital stock and can afford such 

costs. Furthermore, the large firms are visible more in later stages of ILC (in line with 

Schumpeter Mark II) in contrast with earlier stage which is dominated by small firms 

(Schumpeter Mark I). This implies that the (large) firms in later stages are usually more 

‘capable’ of engaging in international trade in compare with firms in earlier stage. More 

importantly, it is shown that large firms in declining industries are in fact more ‘in need’ of 

such access to international sources of knowledge input in compare with firms in earlier stages 

                                                           
6
 There are studies analyzing the effect of various innovation determinants on each other, e.g. ‘skilled labor’ 

found to be particularly important for innovation of ‘small’ firms [66] and even more important for innovation of 
very small firms compared to other firms [24]. However, these are out of the scope of this paper. 
7
 Furthermore, there are empirical evidences showing firms that both export and import (i.e. two-way traders) 

are more productive than firms that only export or only import [53]. 
8
 However, these empirical evidences are mostly concern with productivity and not directly talking about 

innovation.                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                       
9
 Accordingly, Morrison [63] emphasize the international knowledge sources by proposing the role of 

“knowledge gatekeepers”, which are the leader firms within the regions that feed the local firms with the 
knowledge absorbed and translated from external knowledge sources. 
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[38]. This is because firms in declining industries experience diminishing return from 

localization economies (i.e. local labor, supplier, and knowledge spillover) [18], hence for 

staying innovative these firms need to refresh their knowledge stock through networks of 

international trade [39] [38]. Therefore, not only large firms in declining industries are more 

‘capable’ of engaging in international trade, but also they are in fact ‘in need’ of such 

engagement.  

To sum up, since import and export can increase the innovation propensity of firms (in 

general) and given that firms in the declining industries are assumed to (i) be able to and (ii) 

have more incentives to engage in import and export (stemming from their need to such 

engagements), it can be hypothesized that; 

 

Hp3: Engagement in export and import is more important for innovation propensity of the 

firms in declining industries than the firms in other stages of ILC. 

 

2.2. Determinants of innovation intensity 

For those firms who become innovative, the interesting phenomenon to be studied is how much 

innovation, i.e. innovation intensity, they do. The classical determinant (input) of innovation 

intensity has been recognized as R&D investment [40]. Oslo Manual [41] extends the classical 

input to six investment categories (i.e. innovation inputs), such as investment in internal R&D, 

investment in external R&D, acquisition of machinery, and training of employees
10

. 

The crucial point for achieving the higher innovation intensity is the concept of return on 

investment (here referring to the six investment categories). The argument of this paper here is 

that in the growing stage, the return on investment for innovation is higher in compare with 

later stages. This is because of lack of dominant design in the growing stage, which creates 

abundant rooms for innovation (especially for product innovation) [3]. This simply means firms 

in growing industries face higher technological opportunity conditions to innovate, lower 

barriers for innovative entry, and therefore higher return on investment for innovation [42] [3] 

[7]. However, it is worthy to note that most firms (entrants) in the growing stage are small, lack 

in-house resources, and presumably have difficulties to invest heavily in innovation inputs. So 

it is fair to say if firms in growing industries succeed to invest in innovation inputs, it is 

                                                           
10

 Oslo Manual [41] defined six investment categories (called ‘innovation inputs’ in this paper) for a given firm as 
being: internal R&D, external R&D, acquisition of machinery, training for employees, engagement in market 
introduction of innovation, and engagement in other external knowledge. 
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expected that they can benefit from higher proportion of return on investment (especially 

toward product innovation) in compare with firms in later stages of ILC. 

On the other hand, the innovation portfolios of the firms in mature and declining industries 

are characterized mostly by process and organizational innovations. While innovation inputs 

are crucial in these stages, too, however the expected return on investment is lower in compare 

with growing industries, as dominant design is already achieved, barriers to innovation is 

higher, opportunity condition is lower, and market share of large firms is more stabilized [7]. 

This argument is reinforced by the empirical evidences showing that the innovation inputs rise 

less than proportional to size [27]. This means those small firms (occupying growing industries, 

based on Schumpeter Mark I) who perform R&D investment and other types of innovation 

inputs tend to be more innovative than large firms (occupying mature/declining industries, 

based on Schumpeter Mark II) who perform the same amount of investments.  

To sum up, while innovation inputs are crucial for innovation intensity (output) of firms, its 

role seems to be more pronounced in the growing industries in compare with later stages, 

basically because of higher return on investment in growing industries. 

 

Hp4: Innovation input of the firm is more important for innovation intensity of the firms in 

growing industries than the firms in other stages of ILC. 

 

3. Empirical methods for identification of ILC stages 

Perhaps the explicit endeavor to develop an empirical tool to identify the stages of industry life 

cycle can be traced back to the seminal work of Gort and Klepper [42]. They used the data on 

annual number of producers of 46 new products from 1887-1960 in US to classify the (product) 

life cycle to five stages based on net entry of firms in any given product. Subsequently there 

have been several studies developing empirical tools for identification of the stages of given 

industry, product or cluster (reviewed in Appendix A). These methods are based on (again) net 

entry [43] [16], rate of growth in the number of the firms [44], innovation intensity together 

with the size (large/small) of dominant innovators [45], maturity index [17], and employment 

growth [46]. 

Some of the mentioned methods are not applicable in Sweden, as the case of this paper, 

because of limitation of available data. For instance, unlike US, there is no time series data 

capturing annual net entry available in Sweden since early 20
th

 century, in order to make it 
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possible to do what Klepper has done exactly. Nevertheless, inspired by previous methods, 

three methods are developed in this section for the purpose of this paper, which are summarized 

in Table 1.  

As Karlsson and Nyström [16] note, there can be several reasons for a new plant to enter in 

an industry. A totally new firm might enter (greenfield entry) or an already existing firm might 

want to increase their production capacity, expand the geographical market, or diversify their 

activities. An exit is reported when the identification number disappear. This is something that 

happens when a plant ceases to exist (closedown exit) or when a plant totally changes its 

original activity to an activity that is not covered by the collection method used for this data 

source. An example of this is when a manufacturing plant becomes a plant involved in 

producing services
11

.  

The data regard to industry dynamics used in this paper is obtained from Statistics Sweden 

(SCB). It covers the number of plants
12

 and their employments per year for all Swedish 

industries in 2-digit NACE code in the period of 1990 to 2004. Total number of 59 industries in 

2-digit over the 15 years period provides 885 observations (i.e. number of plants/employments 

per year per industry over the period 1990 to 2004). Then following measures are obtained over 

15 years: (i) number of positive net entry and negative net entry (i.e. net exit) per industry, (ii) 

average net entry/exit per industry per year, and (iii) number of employment growth (measure 

by Birch Index) per industry per year. These three measures are the base of three methods, 

reported in Table1, for classifying any given Swedish industry to fall into one of triple-based 

classification of the stages of industry life cycle, i.e. growing, mature, or declining, in the time 

of study
13

. The descriptions of the three methods are presented in Table1. 

[Table 1 about here] 

                                                           
11

 A firm, especially MNE, can shut down one (or several) of its plant in Sweden and start several plants in other 
countries (e.g. in case of outsourcing) and in fact start to grow and so the industry. Nevertheless, the industry in” 
Sweden” show the exit pattern and this is what this paper is concerned with, i.e. country-specific pattern of net 
entry/employment growth of industries “within” Sweden as a country. 
12

 It is important to note the distinction between a plant, which refers to a production entity, and a firm, which is 
a legal entity. This means that the plants identification number is connected to the geographical location of the 
plant and therefore the identification number will not change even if firms are merging or changing owners [16]. 
This is an advantage in empirical analysis of this paper, since in the case of merger and acquisition the ILC 
classification of this paper still can be valid. 
13

 The “rebirth” stage of ILC (as the fourth stage) is perceived in this paper as showing the same pattern as 
growing, hence a separate stage is not devoted for it. However, it should be acknowledged that it may not be a 
perfect choice, for instance, size of the firm is expected to be irrelevant to explain innovation in growing stage 
while it is not necessary the case in rebirth stage. 
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As it is shown in Table 1, the outcomes of three applied method are similar (distinctively 

methods two and three). The detailed classification of industries to stages of ILC based on 

above three methods is reported in Appendix B. Out of 59 industries, 23 industries are 

insensitive to the choice of ILC classification method, i.e. these industries are classified to the 

stages of ILC exactly the same by the three methods. For instance, ‘Agriculture and hunting’ 

classified to be ‘declining’ by all three methods. The rest of industries (except four industries) 

are classified by the three methods in a way that two methods always reveal the same results 

and the third one has slightly different results. For instance, ‘forestry and logging’ is classified 

as a mature industry by method I and as a declining industry by method II and III.  

Having 23 industries to be insensitive to the choice of ILC classification method is the 

indication that the three adapted methods in this paper are somehow measuring the same 

phenomenon, i.e. an indication for robustness of the three methods. On the other hand, there are 

the rest of industries which are classified slightly different by the three methods. Nevertheless, 

this is indeed expected, because each method measure different thing (i.e., number of positive 

net entry, average net entry, number of employment growth). But the important point is that 

although each method of ILC classification classifies the Swedish industries in slightly 

different way, nevertheless the estimation results of innovation models (Heckman) are the 

same, regardless of using which ILC classification method (estimation results are presented in 

section 4.2). This is indeed a robustness check showing that the arbitrary choice of ILC 

classification is not driving the result of this study and results are robust.  

For the sake of uniqueness in the subsequent estimation of innovation model, method I is 

chosen for classification of ILC stages: out of 59 active Swedish industries in 2-digit NACE 

code, 18 sectors identified to be growing, 27 sectors to be mature, and 14 to be declining. Then, 

based on 2-digit NACE code of any given firm, 1058 firms identified to be in growing 

industries, 1591 in mature and 458 in declining industries (out of total 3108 firms in CIS4). The 

estimation results for method II and III are reported in Appendix D1 and D2. 
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4. Empirical analysis of innovation model 

4.1. Data and model 

The data regard to innovation model of this paper is based on the 4
th

 Community Innovation 

Survey (CIS4) for Sweden with 3309 observations
14

. The survey was conducted in 2005 and 

asked the participant firms about their innovation-related activities during 2002 to 2004. 

Nevertheless, the dataset is a cross-sectional one with a single point in time, i.e. 2004. The 

response rate was close to 70 percent, which covers both manufacturing and business service 

firms with ten and more employees
15

. CIS dataset provides interesting and new information on 

firm-level innovation activities, both in terms of measuring innovation itself (propensity and 

intensity) and also explanatory variables for innovation. In terms of the former, the survey 

provides the direct measure of innovation, i.e. amount of sales due to innovative products (not 

routine products). This measure is argued to be a superior measure compared with commonly 

used indirect measure of innovation, such as patent application or R&D intensity [47] [48]. In 

terms of later, CIS provides interesting explanatory variables such as whether a given firm did 

cooperation in its innovation activities or not, and also whether the innovation activities has 

been persistently pursued or not. In addition, the dataset allows extending the classical 

innovation input (i.e. R&D investment) to five more categories of investment (see Appendix 

C). This is particularly important as it is shown that R&D can work at best as part of the 

innovation input and it is not even the most important innovation input [48]. The information 

on innovation activities from CIS is supplemented with registered data on sales, physical 

capital, human capital, employment, export, import and corporate ownership structure from 

Statistics Sweden (SCB) for the firms in question
16

.  

First by using all observations, the analysis will highlight the relative importance of 

determinants of the likelihood of a firm to be innovative (innovation propensity), based on the 

stage of ILC that the firms belong to (introduced in section 3). A given firm is perceived to be 

innovative in this paper if its innovation investments (input to innovation process) and its 

innovative sales
17

 (output of innovation process) are positive [19] [49] [33]. Second, for those 

                                                           
14

 The CIS(4) is a pan-European cross-sectional survey which consists of micro-aggregated data. For an overview 
of a growing group of empirical studies employing CIS-data see [13]. 
15

 The strata with 10-249 employees have a stratified random sampling with optimal allocation. All firms above 
249 employees are covered. 
16

 For the sake of merging registered data with survey data, some observations are dropped from CIS, which 
leaves the sample size to be 3102. There have been similar data cleaning in [33]. 
17

 ‘Innovative sales’ is a self-reported data by firms answering a question about the “the portion of turnover due 
to new/ improved products (to the market/firm) introduced during 2002-2004”. 
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firms who declared to be innovative, the analysis will go further and investigate the relative 

importance of the determinants of their ‘intensity of innovation’, measured as the portion of 

sales income due to innovate products per employee, again over ILC.  

The reason for choosing such two-step estimation strategy can be summarized in three points; 

the first two concerning econometric issues and the last one is a theoretical issue. First, CIS 

data are collected in the way that it raises the selection bias [50]. The dependent variable in 

innovation intensity equation (portion of sales income due to innovate products per employee) 

is the function of, for instance, innovation inputs and doing continuous R&D. But there are 

many missing values of the dependent variable, i.e. dependent variable is not observed (i.e. not 

selected by firms to answer) in those missing values. The point is that these missing values are 

not randomly missed and the likelihood of ‘being innovative’ (likelihood of innovative sales 

being observed) is itself the function of other underlying factors, such as ownership structure or 

size of the firm. Heckman [51] considers this situation as some sort of “omitted variables” and 

called it “selection bias”, which he then corrects for such bias by means of two-steps estimation 

procedure
18

.  

Second, if all explanatory variables of propensity and intensity are included in a single OLS 

regression, the estimates would suffer intensively from endogeneity problems. For instance the 

higher import and export can lead to higher innovation intensity and vice versa. It has been 

argued that if one instead plugs-in import and export (and other variables explaining 

propensity) in a probit estimates of likelihood of being innovative, the overall model would 

suffer less from endogeneity [50]. 

Third, the division of explanatory variables into two groups of propensity and intensity 

(equations) is motivated by the theory, too. For instance there is more theory (and related 

empirical evidences) attributing the engagement in international trade to the likelihood of being 

innovative (propensity) rather than to the intensity of innovation [50]. 

Therefore, and in line with Mohnen et al [19], this paper adopts a Heckman two-step 

estimates of innovation model, consists of two equations, where the first one is a probit 

equation (selection equation) determining whether a firm innovates or not. This equation is 

responsible for not only estimating the determinants of innovation propensity, but also 

generating a selection corrector variable (to be used in second equation). The second equation 

                                                           
18

 To put the existence of selection bias in the other words, this paper is interested to estimate the determinants 
of innovation intensity, but there is only access to innovation intensity observations for those firms who declared 
themselves innovative. Since these self-declared innovative firms are selected non-randomly from the 
population, estimating the determinants of innovation intensity from this self-selected subpopulation might 
induce selection bias. 
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is output equation (corresponds to intensity), which is a linear regression explaining how much 

the firm innovates (conditional on being innovative). The dependent variable in the first 

equation, y1i, is an innovation dummy indicating whether firm i is an innovative firm or not:     

       {
               

  
  

               
  
  

                                                                         (1) 

 

Where y*1i is assumed to be a latent innovation decision variable measuring the propensity to 

innovate for firm i, which is generated as follows: 

    
                      (1’) 

where X1i is the vector of explanatory variables, i.e. human capital, size, and three dummies for 

import and export. Z1i is the vector of control variables, i.e. corporate ownership structure, 

capital structure, and industry dummies
19

 (precise variable definitions is reported in Appendix 

C). Coefficient b1 is a vector of parameters for interested explanatory variables to be estimated, 

and u1i is a random error term. Equation (1´) is interpreted as saying that if y*1i is positive, 

incentives to innovate are large enough for a given firm to actually innovate (y1i = 1). In 

practice, y*1i is not actually observable, instead, all that can be observed is a dummy variable, 

y1i, with value 1 if a given firm select itself to be innovative (y*1i > 0) and 0 otherwise.  

The dependent variable in second equation, y2i, is (log) portion of sales income due to 

innovative products per employee. This is a common way of measuring innovation intensity in 

CIS data [19] [49] [33]. The second equation of the innovation model (output equation) is 

expressed as follows:
 
 

                           {
                                                  
                                              

  (2) 

 

Where it is assumed that there is a latent variable y*2i for firm i that is generated as follows: 

    
                      (2’) 

Where X2i is the main explanatory variable, i.e. innovation inputs (measured as the sum of 

expenditures in six innovation activities). Coefficient b2 is a vector of parameters to be 

estimated. Z2i is the vector of control variables, i.e. size, doing continuous R&D, doing 

                                                           
19

 The choice of these explanatory variables is restricted to the available data.  
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cooperative innovation activities
20

, industry dummies, and an additional independent variable 

called Lambda (i.e. inverse Mills’ ratio), which is generated by saving the unobserved effects in 

the probit estimation in order to isolate the effect of selectivity bias in the output equation 

[51]
21

. If coefficient of Lambda turns out to be significantly different from zero (see Table 2), it 

means u1i and u2i are correlated, hence selection bias indeed exists. In this case, adding this 

additional independent variable in the second step of the Heckman model can accommodate the 

potential selection bias concerning the non-randomness of the sample (which is some sort of 

omitted variable bias) [51].  

4.2. Results 

Based on the stage identification of any given sector and subsequently any given firm in the 

data set (in section 3), it is possible to breakdown the whole sample size to three subsample of 

firms, i.e. firms who belongs to growing, mature and declining industries. Then, the innovation 

model (equation (1) and (2)) can be estimated not only for whole sample size, but also 

dedicatedly for firms in growing, mature, and declining industries. This is reported in Table 2
22

. 

[Table 2 about here] 

 

The classification of firms (and their industries) in Table 2 is based on method I of ILC 

classification (method I in Table 1). Lambda is always significantly different from zero; not 

only in all sample size, but also even after breaking down the total sample to three subsamples 

(growing, mature, and declining). This clearly shows the existence of selectivity bias in the 

sample and necessity of using Heckman’s two-steps procedure. 

Regard to innovation propensity columns, Human capital has a highly significant and 

positive effect on the probability of being innovative, which is expected. The notable point is 

when the sample is broken down based on the stages of ILC, such significance is only 

observable for the firms in growing and mature industries. However, unlike the expectation, it 

seems human capital is more influential on mature industries than in growing (and it is robust 

in all methods of ILC classifications). This implies that the null of the 1
st
 hypothesis cannot be 

                                                           
20

 One could include all X1i and Z1i in the Z2i, too. However, additional analysis showed that most of X1i and Z1i are 
not appeared to be significant in the second step, and also the results for X2i remained the same.  
21

 Inverse Mills’ ratio is the ratio of the probability density function to the cumulative distribution function of a 
distribution. In the case of Hackman 2-step, it is calculated at the point of X1i b1+ Z1i ω1. 
22

 An alternative way for estimation strategy is to avoid breaking down the sample to three sub-samples, instead, 
always using the whole sample size by employing the interaction terms (e.g. size-growing, size-mature etc.). 
However, this alternative way reveals high multicollinearity issues, so it is not employed. 
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rejected. Possible explanation could be with the concept of capital circulation by Harvey [52]. 

He emphasized that while firms (especially MNEs) together with their belonged industries 

become mature, they are in need to refill their (human) capital to be able to stay competitive 

and innovative.  

Size has a highly significant and positive effect on the likelihood of being innovative, which 

is expected based on previous literature [22] [23] [19]. The point is when the sample is broken 

down based on stages of ILC, such significance is only observable for the firms in mature 

industries, confirming the 2
nd 

hypothesis. This result is again quite robust in all of three 

methods of ILC classification. Effect of size is insignificant in two other stages, which is in line 

with Schumpeterian literature (Mark I). Especially in growing industries, the effect of size is 

insignificant in all three methods. This is also perfectly in line with Schumpeterian literature, 

noting that small firms have innovative advantageous in growing industries [5]. This means 

size does not have obvious explanatory power for explaining the innovativeness of the firms in 

growing industries. 

Engagement in both import and export is always significant and positive; in all industries and 

in any stages of ILC. But if a firm is a one-way trader (only import or only export) the impact is 

not significant in the all sample size, growing and matures industries. This is somehow in line 

with other Swedish empirical evidences showing that firms engaging in both export and import 

(i.e. two-way traders) are more productive than one-way trader [53]. The interesting point is 

that declining industries are the only ones that not only two-way traders are probable to 

innovate more, but also even one-way trader are showing significant positive behavior in terms 

of being innovative. It means it does not make difference if one chooses only import dummy, or 

only export dummy, or both. In all cases, there is the positive and highly significant impact of 

engagement in import and/or export on being innovative, showing the relative importance of 

international trade in declining industries, i.e. confirming the 3
rd

 hypothesis. The results are not 

sensitive to the choice of ILC classification, hence robust.  

Looking at innovation intensity (output) columns, innovation inputs is significant and positive 

in all stages, as it was expected. The interesting point is that it has its strongest effect in the 

growing industries, which confirms the 4
th

 hypothesis. Therefore, breaking down the total 

sample to three stages of ILC reveals that firms in growing industries are the ones who benefit 

more than firms in any other stages (and even more than the whole sample in average) from 

innovation inputs, ceteris paribus. This result is again quite robust in all of three methods of 

ILC classification. As already noted in the related hypothesis, this result can be explained by 

the stylized facts that in the growing industries there are higher opportunities and lower barriers 
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to innovate [7], hence, there is higher return on investment in compare with other stages of 

industry evolution. This simply implies the relative importance of investment in innovation 

(innovation inputs) in the growing industries. 

Among control variables, there is one robust result worthy to note.  In corporate ownership 

structure variables, being a domestic MNE seems to have a positive impact on likelihood of 

being innovative for two models: (i) all sample size and (ii) growing industries. The former is 

in line with previous studies in Sweden [24]. The latter result is probably more novel. This 

could be because in growing industries there is a need for swift and effective communication 

between the producer with customers and suppliers (vertically-linked segments of the industrial 

value chain) and even competitors (horizontally-linked), in order to overcome the uncertainty 

[14]. And it is found elsewhere that such swift collaboration is more likely to happen for 

domestic MNEs in compare with other type of corporate ownership structures [54] [55]. 

Three robustness checks are performed. First, the choice of industry classification is arbitrary 

and may drive the results of estimations. Therefore, beside method I for ILC classifications, 

method II and III are also used. Nevertheless, the Heckman estimation reveals the same results 

(They are reported in Appendix D1 and D2). This implies that the choice of ILC classification 

method is not driving the results of the estimation of innovation model, which is the indication 

for robustness of the estimation results. Second, some studies used somewhat looser criterion 

for identifying the innovative firms [49], i.e. an alternative dependent variable in the first 

equation (with probit estimate). It is a dummy variable receiving value one only if a firm has 

positive share of innovative sale. This alternative variable put somewhat looser criteria for 

recognizing an ‘innovative firm’ in compare with  the innovation dummy used initially, i.e. it 

encompass only output part and not input part of the innovation process. Nevertheless, using 

this alternative dependent variable, the results remain the same and also insensitive to the 

choice of ILC classification methods
23

. The last robustness check is concerned with time-series 

nature of ILC classification methods versus cross-sectional nature of innovation model. There 

might be a risk that an industry identified to be, for example, growing over 15 years period 

(1990-2004), is not really showing a pattern of a growing industry in the last 2 years, where 

cross-sectional innovation model is estimated. Therefore, a narrower time window is used, 

which includes only the last 5 years (2000 to 2004). Nevertheless, almost all industries show 

the same pattern as they were showing already with 15 years’ time window. 

                                                           
23

 The results for this robustness check are available upon a request.  
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Overall, out of proposed four hypotheses in this paper, three of them are confirmed and one is 

rejected. Nevertheless, the confirmed hypotheses are in regard with both innovation propensity 

and innovation intensity. This means this paper highlights the relative importance of at least 

some of the determinants of both aspects of firm’s innovative behavior (propensity and 

intensity). Furthermore, there is at least one confirmed hypothesis per stage of ILC. 

 

5. Conclusion 

The literature suggests several determinants explaining the innovative behavior of firms. But 

the central question in this paper was whether these determinants are equally important or not if 

one takes into account meso-level context in which innovation happens, i.e. the stages of 

industries in which firms operate and innovate. There are number of novelties in this paper: (i) 

it brings together micro level (firm-level innovation studies) and meso level arguments (ILC 

literature) in which innovation happens, and testing them in a common empirical setting. (ii) It 

employs firm-level Community Innovation Survey (CIS) data, allowing for a direct measure of 

innovation and a distinction between determinants of innovation propensity (probability of 

being innovative) and intensity ( the amount of innovation sales), respectively. (iii) It employs 

various established methods to empirically identify stages of industry life cycles.  

The results suggest that the relative importance of the determinants of firms’ innovation 

propensity and intensity indeed differ based on the stages of ILC. Regard to propensity, size 

and human capital shown to be the most influential determinants for the firms in mature 

industries (in compare with firms in other stages of ILC). Engagement in network of 

international trade is the most influential determinant for firms in the declining industries. 

Regard to innovation intensity, innovation inputs is the most important determinant to explain 

the innovation intensity of firms in growing industries. Results are robust based on various 

robustness checks. 

All in all, this paper highlights the relative importance of the factors explaining both aspects 

of innovative behavior of firms, namely innovation propensity and innovation intensity, based 

on the stages of the industries that firms belong to. Such analysis can provide fruitful insights 

for firms to define their innovation strategy contingently in line with the evolution stage of the  

industry in which they are operating and innovating, and not only with myopia of micro 

dynamic of their own enterprise.  
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To be more specific, a task of the firm’s strategic management would be first to identify 

which industry the firm belongs to. Second, which stages of ILC that industry belongs to. Then 

there are several scenarios to be considered for improving the innovation propensity/intensity 

of firms. First, if a given firm belongs to a growing industries (like computer and related 

activities), it is generally better to have offensive innovation strategy by investing in several 

types of innovation activities, such as internal and external R&D, training of employees, 

acquisition of machinery, and market introduction of innovation [56] 24
. This is because the 

return on investment in innovation activities is higher in this stage in compare with other stages 

of ILC. Second, if a firm belongs to a mature industry (like manufacture of pulp and paper), it 

is better to invest in human capital. This may be achieved by recruiting high-skilled individual 

rather than investing heavily in training of employees. Third and finally, if a given firm belongs 

to a declining industry (like manufacture of office machinery), it is better to invest in exploring 

the international market. This would create new channels of learning from customers abroad, 

which eventually can enhance firm’s innovation [29] [30] [31]. Such investment would be 

specifically helpful in the case of “disruptive innovation”. As Clayton Christensen argued, a 

suitable approach to handle the disruptive innovation is to try to find a “new market” that 

values characteristics of the disruptive technology [57] and one way to find the new market is 

to explore the export markets, especially if domestic market is not big enough (as in the 

Swedish economy) or the local institutions are not favorable for introducing the disruptive 

innovation. Kodak is a famous counter-example which is in a declining/mature industry that 

faced the disruptive innovation, i.e. emergence of digital photography. Unlike its life-long 

competitor Fujifilm, Kodak has not been fast enough to respond to the quick change of the 

industry due to disruptive innovation [58]. Kodak could have accept the emergence of 

disruptive innovation in industry faster and accommodate it by searching for new markets (i.e. 

export market), if the emerging disruptive innovation did not fit to its mainstream market 

immediately. The investment in exploring the export market should be usually feasible for 

those survivors firms in declining industries (like Kodak before bankruptcy), because they are 

presumably large and productive enough to overcome to the associated costs of entering the 

export market [59]. At the end, it should be noted that this paper had a focus on the innovation 

‘determinants’ over stages of ILC. Future research may focus on the dynamic pattern of 

innovation propensity versus innovation intensity themselves over stages of ILC. 

                                                           
24

 Beside offensive strategy, a given firm in growing industry may also have defensive innovation strategy by 
trying to have incremental innovation and be a second-mover, but it may not pursue imitative or dependent 
strategy (e.g. licensing) [56]. 
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Table 1- Empirical methods for identification of the stages of industries in Sweden 
(ILC classification methods) 

 

Method Methodology (for life cycle segmentation) 
Inspired 

by 
Outcome Remarks 

I 

All sectors (at the 2-digit NACE) were allocated to 

one of 15 groups (because there were 15 years of 

study period, i.e. 1990-2004), depending upon their 

different patterns of net entry. Group 1 had positive 

net entry during the studied period. Group 2 had 

positive net entry all but one year during the 

studied period. Group 3 had positive net entries all 

but two years, and so on. Group 15 is 

corresponding to industries that had a negative net 

entry during the whole period. Then, Group 1–5 is 

regarded as growing industries, group 6-9 as 

mature industries, and group 10-15 as declining 

industries. 

Karlsson 

and 

Nyström 

(2003) 

Distribution 

of industries 

in 3 phase 

of growing, 

mature, 

declining is 

as follows: 

18, 27, 14 

23 sectors (out 

of 59) show 

the same ILC 

stage in 

compare with 

method II & 

III. Only 6 

sectors show 

substantial 

variation 

compare with 

method 2 & 3. 

II 

All data regard to annual net entry rate of all 

sectors (at 2-digit NACE) is divided into three 

equal quartiles. A given sector is identified to be as 

growing if average net entry to that sector over the 

15 years (1990-2004) fall in the 3rd quartile (i.e. it 

must be among top 33.3% of all annual net entry 

data for all sectors for all years). The sector is 

identified to be declining if average net entry to 

that sector over the 15 years is among lowest 33.3 

% of all annual entry data (in the 1st quartile). The 

remaining (in the middle) sectors are mature. 

Gort and 

Klepper 

(1982), 

Klepper 

and 

Graddy 

(1990) 

Distribution 

of industries 

in 3 phase 

of growing, 

mature, 

declining is 

as follows: 

11, 23, 25 

The outcome 

is similar to 

method 3 

III 

The same as method 1, but instead of annual net 

entry, annual employment growth (measured by 

Birch Index) is used. 

Otto and 

Fornahl 

(2010) 

Distribution: 

14, 24, 21 

 

The outcome 

is similar to 

method 2 

Note:  

a. The three methods are own elaboration of author, inspired by previous methods.  
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Table 2- Heckman two-steps estimates of the innovation model, over the stages of ILC  
(Based on “method I” of ILC classification) 

 
All industries Growing indust. Mature indust. Declining indust. 

Explanatory 

variables  

Innovation 

propensity 

Innovation 

intensity 

Innovation 

propensity 

Innovation 

intensity 

Innovation 

propensity 

Innovation 

intensity 

Innovation 

propensity 

Innovation 

intensity 

Human capital  1.370***  1.257***  

 

1.971***  

 

0.587  

    (0.000)  (1.33e-07)  

 

(2.6e-10)  

 

(0.265)  

 Size  0.0912*** -0.0460 0.0329  0.0769  0.159***  0.0158  -0.0320  0.0625  

   (2.42e-05) (0.192) (0.373)  (0.145)  (1.8e-07)  (0.709)  (0.605)  (0.572)  

Export  0.172  -0.0764  

 

0.220  

 

0.608**  

    (0.114)  (0.683)  

 

(0.183)  

 

(0.0131)  

 Import  0.0492  -0.128  

 

0.0209  

 

0.844***  

    (0.610)  (0.379)  

 

(0.891)  

 

(0.00138)  

 Import and  0.557***  0.462***  

 

0.631***  

 

0.694***  

  export (0.000)  (0.000254)  

 

(3.9e-08)  

 

(0.00264)  

 Uninat. firm  0.103  0.156  

 

-0.0286  

 

0.343*  

    (0.132)  (0.182)  

 

(0.768)  

 

(0.0610)  

 Domestic MNE  0.219***  0.334**  

 

0.101  

 

0.192  

    (0.00686)  (0.0150)  

 

(0.373)  

 

(0.409)  

 Foreign MNE  0.0489  0.0334  

 

-0.0808  

 

0.368  

    (0.561)  (0.821)  

 

(0.479)  

 

(0.193)  

 Capital struct. 0.0934  0.306  

 

0.0540  

 

-0.128  

    (0.420)  (0.144)  

 

(0.728)  

 

(0.704)  

 Innovation   0.181*** 
 

0.237***  
 

0.173***  
 

0.141*  

inputs  (0.000) 
 

(6.3e-09)  
 

(4.1e-07)  
 

(0.0544)  

Continuous   0.0624 

 

-0.0908  

 

0.127  

 

-0.269  

R&D  (0.470) 

 

(0.582)  

 

(0.266)  

 

(0.373)  

Coop. innova.   0.0286 
 

-0.0970  
 

0.0224  
 

0.00815  

Activ.  (0.723) 
 

(0.529)  
 

(0.830)  
 

(0.977)  

Lambda   -0.712*** 

 

0.426**  

 

-0.332*  

 

-1.11***  

 
 (0.000518) 

 

(0.0476)  

 

(0.0852)  

 

(0.00547)  

Total Obs. 3102  1058  
 

1591  
 

453  
 

Uncensor.Obs.   1115 
 

354  
 

657   104  

p-values in parentheses: *** p<0.01, ** p<0.05, * p<0.1     

Notes:  

a. The table reports two-stage Heckman selection estimates. The first step estimates the equation (1) with the 

dependent variable innovation dummy (correspond to innovation propensity). This is for the all sample size. 

The second step estimates the equation (2) with the dependent variable innovation output (correspond to 

intensity). This is only for innovative firms.  

b. The ILC classification is based on method I of ILC classification (proposed in section 3). 

c. Lambda (inverse Mills’ ratio) is always significantly different from zero. This shows the existence of 

selectivity bias and necessity of using Heckman’s two-steps procedure. 

d. All models include a set of industry dummies to control for sector heterogeneity, which is not reported in 

the table. 
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Author Stages Methodology (for life cycle segmentation) 
Data 

characteristics 
Remarks 

Gort & 

Klepper 

(1982) 

5 stages of 

development 

 The stages are defined in terms of net entry (i.e. changes in the number of 

producers). Stage I encompasses the interval in which the number of 

producers in the market remains relatively small (usually between one and 

three) for a given product. Stage II is the interval from the 'take-off' point of 

net entry to the time that net entry decelerates drastically. Stage III is the 

ensuing period of low or zero net entry, and Stage IV is the subsequent period 

of negative net entry. Stage V represents the new equilibrium in the number 

of producers (again zero net entry).  

 The decomposition of each product into stages is done in two steps. First, for 

a given product, intervals that clearly show the characteristics of each of the 

five stages are identified by visual inspection of the plotted series (pre-

classification). This could preliminary shows that each product has reached to 

which of 5 stages so far. Second, the remaining years - that is, those for which 

the entry rates could have been associated with either of the two adjacent 

stages - is then classified into four additional 'in-between' stages. Then, those 

in-between years is allocated to one of the initial 5 stages by means of 

‘standardization’ of net entry for all years and using standard discriminant 

analysis.  

 Used data: annual 

number of 

producers of 46 

new products 

 Data source: 

Thomas' Register 

of American 

Manufactures 

 Period: 1887-1981 

 Coverage: 46 major 

new products 

introduced to 

market initially 

ranging from 1887 

1960 

 ‘Standardization’ of entry rate 

(for each year) is done to get rid 

of cross sectional variation in 

entry rates. It is done by dividing 

the value of each observation (the 

number of producers in each 

year) for any given product to the 

average entry rate in pre-

classified stage 2 of that product 

(stage 2 as the highest stage in 

terms of net entry). 

 We might ignore the second step, 

as we are not interested on 

historical development of 

products. We just want to know 

which product (industry) reaches 

to which stage now. 

Klepper & 

Graddy 

(1990) 

Grow, 

Decline 

(shake out), 

Stability 

Stage 1 ends when the number of firms reaches a peak. Stage 2 ends in the year, 

denoted by t*, after which the average annual change in the number of 

producers is greater than -1.0% of the peak number of producers in each of the 

following periods:  t * to t * + 5, t * to t * + 10, t * to t* + 15,..., t *  to t* + the 

last year of the product's history. Stage 3 will be the rest of the product's history. 

The same as Gort & 

Klepper (1982) 

This method use “cumulative 

moving average” (as the starting 

point, t*, is fixed) to identify the 

end of stage 2. 

Audretsch 

& 

Feldman, 

(1996) 

Introduction, 

growth, 

mature, 

declining 

Industries with high innovation intensity AND where that innovation intensity 

tends to come from small firms are characterized as introduction stage. 

Industries with high innovation intensity AND where that innovation intensity 

tends to come from large firms are characterized as growth stage. Industries 

with low innovation intensity AND where that innovative intensity tends to 

come from large firms are characterized as mature stage. And finally, 

industries with low innovation intensity AND where that innovative intensity 

 Used data: 

innovation 

intensity and firm 

size   

 Data source: Small 

Business 

Administration’s 

 Innovation intensity together with 

the size (large/small) of dominant 

innovator is the base of this 

method. 

 Four-digit SIC industries into 

these four stages of the life cycle. 

 High innovative industries: those 

Appendix A: The empirical methods for identification of industry, product, or cluster life cycle– a literature review 
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 Industry Life Cycle 

tends to come from small firms are characterized as declining stage of the life 

cycle. 
 Innovation Data 

Base 

 Period:  

 Coverage: All 

firms in  210 four-

digit SIC 

industries 

industries exhibiting innovative 

activity in excess of the mean. 

(Low innovative: vice versa) 

 Small-firm innovation intensity: 

number of innovations made by 

firms with fewer than 500 

employees divided by small-firm 

employment  

(Large-firm innovation intensity: 

vice versa) 

McGahan 

& 

Silverman 

(2001) 

Emerging, 

Maturity, 

Decline 

 A mature industry can be identified by one of following algorithm: 

o Algorithm 1: An industry hits its maturity point in the first year in which; 

the number of  firms grows during a 3-year period at  less than 3% of the 

growth rate in the prior 3-year period 

o Algorithm 2: Algorithm 1 or  The first year in which the number of  firms 

declines over a 3-year period (algorithm 2 liberalize the algorithm 1) 

o Algorithm 3: it is algorithm 2, but instead of 3-year period, it used 5-year 

period (algorithm 3 tightens the algorithm 1) 

 An industry hits its declining point in the first year in which the number of 

firms during a 3-year period is less than 97% of the number in the prior 3-year 

period. 

 Emerging industry is the interval before maturity starts 

 Used data: annual 

number of firms 

 Data source: Dun 

and Bradstreet 

Reports on 

American Business 

Activity 

 Period: 1981-1994 

 Coverage: all firms 

operating in a 

specific SIC per 

year 

 The method is based on rates of 

growth in the numbers of firms 

 For finding 3-year (and 5-year) 

period in growth rate of number 

of the firms, “simple moving 

average” is used. 

Karlsson 

& 

Nyström 

(2003) 

Growing 

stage, 

Declining 

stage 

All industries at the 5 digit SIC code level (in the manufacturing sector) were 

allocated to one of 6 groups (because there were 6 years of study period), 

depending upon their different patterns of net entry. Group 1 had positive net 

entry all but one year during the studied period. Group 2 had positive net 

entries all but two years, and so on. Group 6 is corresponding to industries that 

had a negative net entry during the whole period. Then, Group 1–3 is regarded 

as industries working in the earlier phases of the product life cycle and group 

4–6 are supposed to be declining industries. 

 Used data: entry 

and exit in each 

year for each 5-

digit code 

 Data source: SCB 

 Period: 1990-1996 

 Coverage: all 

plants more than 10 

employees in 

Swedish 

manufacturing 

sectors 

 Such industry segmentation is 

done for the sake of identifying 

the different stages of the PLC 

(as PLC is assumed to be the 

same as ILC
25

 in the 5-digit level)  

 The characterization was made 

according to the assumption that 

early phases of the PLC show a 

positive net entry whereas entries 

are less than exits in the later 

stages of the PLC. 
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 Cluster Life Cycle 

Neffke et 

al (2008) 

Young, 

intermediate, 

mature 

 If (Normalized) Maturity Index is below -.3, industry is young, if it is between 

-.3 and +.3 it is intermediate, and if it is above +.3 it is a mature industry. 

 Mature index: shows the portion of Value Added of old plants in a given 

industry to the all plants in that industry per year. (see p.11-12) 

 Used data: value 

added per plant per 

year 

 Data source: SCB 

 Period: 1974-2004 

 Coverage: all 

plants more than 5 

employees in 

Swedish economy 

 This method has the element of 

year in its calculation, i.e. for 

each industry, this method reveals 

a separate Maturity Index. So, 

maturity index for each industry 

is calculated per year not per 

period (see p.27) 

Otto &  

Fornahl 

(2010) 

Emergence 

and growth 

Stage of 

CLC
26

 

The study period has been divided into 3 (almost equal) sub-periods. Then, the 

Concentration Index (CI) (for media industry) was calculated for each sub-

periods and each ‘Kreis’ (equivalent to NUTS 3). A ‘Kreis’ is defined as an 

emerging cluster (in media industry) if CI<0 for one sub-period and also above 

1 in the subsequent sub-period. A growing cluster is a ‘Kreis’ that has CI>1 and 

also shows the Birch Index in the fourth highest quadrant. 

 Used data: annual 

number of firms 

and employment 

 Data source: 

Historic 

Employment 

Database 

 Period: 1980-2007 

 Coverage: all 

plants in western 

German media 

industry 

 This method rely on the choice of 

sub-period division (however 

unclear how to choose those  sub-

period) 

 This method cannot identify the 

emerging cluster in the 1st sub-

period 

 Picking fourth highest quadrant 

in Birch Index is an arbitrary 

choice 

 Some ‘Kreis’ are identified to be 

“growing” in sub-period 2, but it 

is unclear what are they in sub-

period 1 and even 3. 
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Appendix B- Classification of All Swedish industries to stages of Industry Life Cycle  

 

# NACE Industry 

Classification 

methods 

I II III 

1 1 Agriculture, hunting and related service activities D D D 

2 2 Forestry, logging and related service activities M D D 

3 5 Fishing, operation of fish hatcheries and fish farms G D M 

4 10 Mining of coal and lignite; extraction of peat D M M 

5 11 Extraction of crude petroleum and natural gas D M M 

6 13 Mining of metal ores M M M 

7 14 Other mining and quarrying D D M 

8 15 Manufacture of food products and beverages M D D 

9 16 Manufacture of tobacco products D M M 

10 17 Manufacture of textiles M M D 

11 18 Manufacture of wearing apparel; dressing and dyeing of fur D D D 

12 19 Tanning and dressing of leather; manufacture of luggage, handbags D M M 

13 20 Manufacture of wood and of products of wood and cork, except furniture G D D 

14 21 Manufacture of pulp, paper and paper products M M D 

15 22 Publishing, printing and reproduction of recorded media D D D 

16 23 Manufacture of coke, refined petroleum products and nuclear fuel M M M 

17 24 Manufacture of chemicals and chemical products M M G 

18 25 Manufacture of rubber and plastic products M D D 

19 26 Manufacture of other non-metallic mineral products M D D 

20 27 Manufacture of basic metals M M M 

21 28 Manufacture of fabricated metal products, except machinery and equipment M D D 

22 29 Manufacture of machinery and equipment n.e.c. M D D 

23 30 Manufacture of office machinery and computers D D D 

24 31 Manufacture of electrical machinery and apparatus n.e.c. M D D 

25 32 Manufacture of radio, television and communication equipment and apparatus M M M 

26 33 Manufacture of medical, precision and optical instruments, watches and clocks M M M 

27 34 Manufacture of motor vehicles, trailers and semi-trailers G M G 

28 35 Manufacture of other transport equipment M M D 

29 36 Manufacture of furniture; manufacturing n.e.c. G M G 

30 37 Recycling G M M 

31 40 Electricity, gas, steam and hot water supply M G M 

32 41 Collection, purification and distribution of water D D M 

33 45 Construction G M D 

34 50 Sale, maintenance and repair of motor vehicles and motorcycles M D M 

35 51 Wholesale trade and commission trade, except of motor vehicles and motorcycles M D D 

36 52 Retail trade, except of motor vehicles and motorcycles; repair of household goods M D M 

37 55 Hotels and restaurants G G G 

38 60 Land transport; transport via pipelines D D D 

39 61 Water transport G M M 

40 62 Air transport G M M 
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41 63 Supporting and auxiliary transport activities; activities of travel agencies M G G 

42 64 Post and telecommunications D D D 

43 65 Financial intermediation, except insurance and pension funding D D D 

44 66 Insurance and pension funding, except compulsory social security M M M 

45 67 Activities auxiliary to financial intermediation G G G 

46 70 Real estate activities M G G 

47 71 Renting of machinery and equipment without operator and of household goods G D M 

48 72 Computer and related activities G G G 

49 73 Research and development G G G 

50 74 Other business activities G G G 

51 75 Public administration and defense; compulsory social security M D G 

52 80 Education G G G 

53 85 Health and social work G D D 

54 90 Sewage and refuse disposal, sanitation and similar activities M M M 

55 91 Activities of membership organizations n.e.c. M D M 

56 92 Recreational, cultural and sporting activities G G G 

57 93 Other service activities G G G 

58 95 Activities of households as employers of domestic staff D M M 

59 99 Extra-territorial organizations and bodies M M M 

 

Notes:  

a. I, II, II are the three adopted methods to classify the industries (see Table 1). 

b. G stands for growing, M for mature, and D for declining industry. 

c. 23 industries are insensitive to the choice of ILC classification method, i.e. these industries are 

classified to the stages of ILC exactly the same by the three methods. 

d. 32 industries are classified by the three methods in a way that two methods always reveal the 

same results and the third one has slightly different results.  

e. Only 4 industries are classified in a non-homogenous way by the three methods. 
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Appendix C- Variable definition 

 Dependent Variables (DVs):   

(1) “Innovation propensity”: it is a dummy with value 1 when a firm is innovative, 0 

otherwise during 2002-2004. A firm is perceived as innovative in this paper if its innovation 

investments and its innovative sales are positive during 2002-2004. 

(2) “Innovation intensity” is the (log) portion of sales income due to innovative products per 

employee during 2002-2004
27

 (only observable for innovative firms). 

 

Variables Measures 

DVs Explanatory variables 

In
n

o
v
a
ti

o
n

 p
ro

p
en

si
ty

  

(d
u

m
m

y
) 

Size Number of employees in 2004 (log)  

Human capital 
Fraction of employees with university education of at least 3 years in 

2004 

 Import 

 Export 

 Import and Export 

 Importer in 2004 (dummy) 

 Exporter in  2004 (dummy) 

 Both importer and exporter in 2004 (dummy) 

Control variables 

 

 Uninational firm 

 Domestic MNE 

 Foreign MNE 

 Non-Affiliate 

 Domestically-owned firm belonging to a group with only 

Swedish affiliates (dummy) 

 Domestically-owned firm belonging to a group with foreign 

affiliates (dummy) 

 Foreign-owned firms (belonging to a group) (dummy) 

 Domestically-owned firm without affiliates (dummy) (as 

reference group) 

Capital structure 1 if (long term debt + short term debt)/( long term debt + short term 

debt + equity) > 0, 0 otherwise in 2004
28 

In
n

o
v
a
ti

o
n

 i
n

te
n

si
ty

  

(o
u

tp
u

t)
 

Explanatory variables 

Innovation inputs 

Innovation investment per employees (log). Innovation investment is 

the sum of following expenditures during 2002-2004: 

 Engagement in intramural R&D 

 Engagement in extramural R&D 

 Engagement in acquisition of machinery 

 Engagement in other external knowledge  

 Engagement in training 

 Engagement in market introduction of innovation  

Control variables 

Continuous R&D 1 if firm performed continuous R&D during 2002-2004, 0 otherwise 

Cooper. inno. activit. 1 if firm performed cooperative innovation activities during 2002-

2004, 0 otherwise 

                                                           
27

 It is calculated as: “portion of sales due to innovative products” (a self-reported data by firms in CIS) 
multiplied by “total turnover of firm during 2002-2004”, divided by “number of employees”. 
28

 Capital structure (CS) is supposed to capture the financial situation of the firm. The higher the capital 
structure the more indebted the firm. 
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Appendix D1- Heckman two-steps estimates of the innovation model, over the stages of ILC  

(Based on method II of ILC classification) 

 

 
Growing indust. Mature indust. Declining indust. 

Variables 
Innovation 

propensity 

Innovation 

intensity 

Innovation 

propensity 

Innovation 

intensity 

Innovation 

propensity 

Innovation 

intensity 

Human capital 1.326*** 
 

1.555*** 
 

1.345*** 
 

  (8.28e-08) 
 

(0.000150) 
 

(2.94e-05) 
 

Size 0.0252 0.00683 0.138*** 0.0611 0.109*** 0.0165 

  (0.542) (0.918) (0.00117) (0.222) (0.000749) (0.745) 

Export  0.0116 
 

-0.465* 
 

0.519*** 
 

  (0.960) 
 

(0.0934) 
 

(0.000366) 
 

Import  -0.143 
 

-0.392 
 

0.488*** 
 

  (0.344) 
 

(0.128) 
 

(0.00118) 
 

Import and export 

dummy 

0.525*** 
 

0.351* 
 

0.713*** 
 

  (0.000257) 
 

(0.0509) 
 

(1.39e-09) 
 

Uninational firm 0.232* 
 

-0.000696 
 

0.0564 
 

  (0.0944) 
 

(0.996) 
 

(0.564) 
 

Domestic MNE 0.340** 
 

-0.0373 
 

0.267** 
 

  (0.0380) 
 

(0.809) 
 

(0.0269) 
 

Foreign MNE -0.0597 
 

-0.112 
 

0.149 
 

  (0.731) 
 

(0.482) 
 

(0.233) 
 

Capital structure 0.331 
 

0.0191 
 

0.00398 
 

  (0.166) 
 

(0.931) 
 

(0.981) 
 

Innovation inputs 

  

 
0.284*** 

 
0.177*** 

 
0.161*** 

 
(1.60e-08) 

 
(6.60e-05) 

 
(1.33e-05) 

Continuous R&D 

  

 
-0.271 

 
0.0929 

 
0.118 

 
(0.187) 

 
(0.549) 

 
(0.359) 

Cooperative 

innovation activities 

  

 
-0.172 

 
0.216 

 
-0.0615 

 
(0.366) 

 
(0.134) 

 
(0.603) 

Lambda 
 

0.400* 
 

0.266 
 

-0.525** 

  
 

(0.0994) 
 

(0.337) 
 

(0.0104) 

Constant 14.13*** -1.511*** 11.13*** -1.604** 12.07*** -6.449 

 
(0.000) (0.000) (0.000547) (0.0159) (0.000) (0.970) 

Total Observation 770 
 

814 
 

1518 
 

Uncensored Obs. 
 

253  346  516 

p-values in parentheses: *** p<0.01, ** p<0.05, * p<0.1 

 

 
Notes:  

a. The table reports two-stage Heckman selection estimates. The first step estimates the equation (1) with 

dependent variable of innovation dummy (correspond to innovation propensity). This is for the all sample 

size. The Second step estimates the equation (2) with dependent variable of innovation output 

(correspond to intensity). This is only for innovative firms.  

b. The ILC classification is based on 2
nd 

method of ILC classification (proposed in section 3). 

c. All models include one set of industry indicators (dummies) to control for sector heterogeneity, which is 

not reported in the table. 
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Appendix D2- Heckman two-steps estimates of the innovation model, over the stages of ILC                  

(Based on method III of ILC classification) 

 

 
Growing indust. Mature indust. Declining indust. 

Variables 
Innovation 

propensity 

Innovation 

intensity 

Innovation 

propensity 

Innovation 

intensity 

Innovation 

propensity 

Innovation 

intensity 

Human capital 1.367*** 
 

1.767*** 
 

1.331*** 
 

  (4.07e-09) 
 

(0.00197) 
 

(1.60e-05) 
 

Size 0.0499 0.0539 0.158** 0.0945 0.116*** 0.00468 

  (0.151) (0.262) (0.0260) (0.267) (0.000132) (0.921) 

Export dummy -0.174 
 

-0.293 
 

0.519*** 
 

  (0.367) 
 

(0.468) 
 

(0.000350) 
 

Import dummy -0.177 
 

-0.621* 
 

0.460*** 
 

  (0.214) 
 

(0.0774) 
 

(0.00163) 
 

Import and export 

dummy 

0.442*** 
 

0.127 
 

0.788*** 
 

  (0.000443) 
 

(0.614) 
 

(0.000) 
 

Uninational firm 0.193* 
 

0.0438 
 

0.0288 
 

  (0.0997) 
 

(0.842) 
 

(0.756) 
 

Domestic MNE 0.291** 
 

0.136 
 

0.161 
 

  (0.0317) 
 

(0.579) 
 

(0.152) 
 

Foreign MNE 0.0577 
 

-0.210 
 

0.0743 
 

  (0.683) 
 

(0.415) 
 

(0.524) 
 

Capital structure 0.244 
 

-0.199 
 

0.0416 
 

  (0.216) 
 

(0.576) 
 

(0.793) 
 

Innovation inputs 

  

 
0.242*** 

 
0.171** 

 
0.165*** 

 
(3.25e-09) 

 
(0.0478) 

 
(8.91e-07) 

Continuous R&D 

  

 
-0.0650 

 
0.0388 

 
0.0705 

 
(0.676) 

 
(0.903) 

 
(0.547) 

Cooperative 

innovation activities 

  

 
-0.0651 

 
0.0551 

 
0.0244 

 
(0.651) 

 
(0.843) 

 
(0.823) 

Lambda 
 

0.258 
 

0.386 
 

-0.566*** 

  
 

(0.222) 
 

(0.333) 
 

(0.00456) 

Constant 14.13*** -1.511*** 11.13*** -1.604** 12.07*** -6.449 

 
(0.000) (0.000) (0.000547) (0.0159) (0.000) (0.970) 

Total Observation 1054 
 

373 
 

1675 
 

Uncensored Obs. 
 

395 
 

124 
 

596 

p-values in parentheses: *** p<0.01, ** p<0.05, * p<0.1 

 

 
Notes:   

a. The table reports two-stage Heckman selection estimates. The first step estimates the equation (1) with 

dependent variable of innovation dummy (correspond to innovation propensity). This is for the all sample 

size. The Second step estimates the equation (2) with dependent variable of innovation output 

(correspond to intensity). This is only for innovative firms.  

b. The ILC classification is based on 3
rd

 method of ILC classification (proposed in section 3). 

c. All models include one set of industry indicators (dummies) to control for sector heterogeneity, which is 

not reported in the table. 
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