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Abstract  

 

This paper analyses the effect of variety and intensity of knowledge on the innovative 

capability of regions. Employing data for Swedish functional regions, the paper tests the role 

of the variety (related and unrelated) and intensity of (i) internal knowledge generated within 

the region and also (ii) external knowledge networks flowing into the region in explaining 

regional innovative capability, as measured by patent applications. The empirical analysis 

provides robust evidence that both the variety and intensity of internal and external 

knowledge matter for regions’ innovative capability. When it comes to variety, related 

knowledge variety plays a superior role. 
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1. Introduction  

The role of knowledge
1
 is considered as crucial for the innovative capability of regions. But is 

it the ‘internal knowledge’ generated within the region that matter or is it ‘external 

knowledge’ brought into the region through trade networks? Moreover, considering either of 

these two intra/extra-regional sources of knowledge, is it the ‘intensity’ of the knowledge that 

matters or is it rather the ‘variety’ of knowledge? These questions have recently received 

attention in the literature, but few studies try to address them in a common empirical setting. 

Some are still unexplored, such as the role of ‘variety’ (related and unrelated variety) for 

regional innovativeness, and are still open both in the traditional and in the more recent 

literature (see BEAUDRY and SCHIFFAUEROVA, 2009; DE GROOT et al., 2009)
2
. This 

paper directly bears on these questions, and provides an empirical analysis of the role of 

variety and intensity of internal and external knowledge for regional innovative capability.  

A common argument in the literature is indeed that innovation capability depends on the 

‘intensity’ and ‘variety’ of knowledge (AUDRETSCH and VIVARELLI, 1996; 

AUDRETSCH and FELDMAN, 2004; BEAUDRY and SCHIFFAUEROVA, 2009), 

reflecting a general shift from cost- to knowledge-based models of regional growth. 

Knowledge-based theories of regional growth and innovation (see for example MASKELL, 

2001; MASKELL and MALMBERG, 2002) emphasize the nature of local knowledge 

(TALLMAN et al., 2004), the intensity (and frequency) of knowledge transfer processes 

among local firms (GORDON and MCCANN, 2000; MESQUITA, 2007), and the variety of 

knowledge in the region (JACOBS, 1969; GLAESER et al., 1992; FRENKEN et al., 2007). It 

is further argued that the process of knowledge generation is not only activated by means of 

interactions between firms located inside regions.  It can also be brought into the region from 

outside, through international trade networks (CASTELLANI, 2002; BATHELT et al, 2004; 

KELLER, 2004). 

The aim of this paper is to empirically test these theoretical arguments in a common 

empirical setting. The baseline question is: what is the role of intensity and variety of internal 

and external knowledge for regional innovative capability? This is indeed not a novel 

question, but the contribution of the paper is to demonstrate the role of knowledge for the 

innovative capability of regions while bringing together various streams of literature, i.e. the 

literature concerning regional knowledge production function (RKPF) and the literature 

concerning international technology diffusion. Furthermore, the paper follows recent literature 

(FRENKEN et al., 2007) and distinguishes between related and unrelated variety, making it 

possible to empirically assess the influence of each type of variety on regional innovative 
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capability. To the best of the authors’ knowledge, this is the first attempt to implement the 

idea of related and unrelated knowledge variety in a study of regional innovation
3
. 

Using panel data on patent applications distributed across 81 Swedish functional regions, 

the analyses in the paper show that both the intensity and variety of internal and external 

knowledge matter for the innovative capability of regions, where related variety seems to play 

a superior role compared to unrelated variety.  

The rest of the paper is organized as follows. Section 2 develops five hypotheses concerning 

the role of knowledge on innovative capability. Section 3 presents the dataset and the 

methodology followed in the empirical analysis. Section 4 presents the main findings of the 

paper. Section 5 summarizes and concludes. 

 

 

2. The role of intensity and variety of regional Knowledge on the innovative 

capability of regions 

A number of studies, both in the field of regional economics and strategic management, have 

recognized that sustained competitive advantages of regions are related to the ability of 

regional firms to develop and maintain their innovative capability (GRANT, 1996; 

KRUGMAN, 1991; MASKELL and MALMBERG, 1999; SAXENIAN, 1996). Such 

innovative capability is furthermore argued to be dependent on the ‘intensity’ and ‘variety’ of 

the knowledge sources available for a region (AUDRETSCH and VIVARELLI, 1996; 

AUDRETSCH and FELDMAN, 2004; BEAUDRY and SCHIFFAUEROVA, 2009).  

One source of knowledge is “internal” knowledge sources generated within a region. A 

large literature on the knowledge production function (KPF) show that new knowledge is 

essentially generated via “intensity” of R&D activities (GRILICHES, 1979) carried out by 

firms, university, and research centres (AUDRETSCH and FELDMAN, 1996; ACS et al., 

2002). The original Griliches’ firm-level KPF framework has been translated to the regional 

level, so-called regional knowledge production function (RKPF) (JAFFE, 1989; FELDMAN 

and FLORIDA, 1994). This literature emphasizes that the relevant knowledge for many local 

firms is knowledge ‘spilling over’ from local R&D activities. 

In addition, it is shown that the accumulation (intensity) of knowledge per se is not 

sufficient for a strong innovative performance. The “variety” of knowledge inside a region 

also matters (JACOB, 1969; SAVIOTTI, 1996). Knowledge variety refers to that the 

knowledge, know-how, and expertise in a region is most often heterogeneous. Exposure to 

heterogeneous knowledge should improve both the creative potential of firms in the region as 
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well as their ability to develop innovation (RODAN and GALUNIC, 2004). This associates to 

SCHUMPETER’s (1934) idea of “novelty by combination”. DURANTON and PUGA (2001) 

called the regions with available variety of knowledge as “nursery cities”, because these 

regions allow firms to try a variety of processes before finding their ideal process innovation, 

without costly relocation after each trial. As a consequence, the existence of variety of 

regions’ internal knowledge can be considered as an important factor to explain a region’s 

innovative capability. In this argument, the source of knowledge is external to the firms but 

still internal to the region, highlighting the role of region (location) on innovation 

(FELDMAN, 2003)
4
. Drawing on above, the innovative capability of a region rises with both 

the intensity and the variety of the internal knowledge within the region (ASHEIM et al., 

2011; BERLIANT and FUJITA, 2011). This leads to formulate the following two hypotheses: 

  

Hp1: The higher the intensity of the region’s internal knowledge, the higher will be the 

region’s innovative capability. 

 

Hp2: The higher the variety of the region’s internal knowledge, the higher will be the region’s 

innovative capability. 

 

It is also expected that such variety of knowledge can have even more positive impact on 

innovative capability, if it is a “related” variety rather than “unrelated” variety. The notion of 

related variety aims to capture the balance between cognitive proximity and distance across 

sectors in a region that is needed for knowledge to spill over effectively between sectors. The 

unrelated variety measures the extent to which a region is diversified in very different types of 

activity. According to FRENKEN et al. (2007), the higher the number of technologically 

related sectors in a region, the higher inter-sectorial knowledge-spillovers between those 

related sectors, and presumably the more learning opportunities for them. This will eventually 

enhance regional innovative capability (FELDMAN, 1994). The importance of knowledge-

spillovers for regional innovation is illustrated by the following statement in AUDRETSCH 

and FELDMAN (2004, p.2719): “innovative activity should take place in those regions where 

the direct knowledge-generating inputs are the greatest [e.g. R&D investment], and where 

knowledge spillovers are the most prevalent [which can be achieved by higher related variety 

in a region, as noted above]”. The benefit of related variety of knowledge for innovation-

related measures is shown both in the firm-level (BRESCHI et al, 2003) and in regional-level 

studies (FELDMAN, 1994; FELDMAN and AUDRETSCH, 1999; EJERMO, 2005; 

ANTONIETTI and CAINELLI, 2011). In Swedish case, EJERMO (2005) finds a positive 

effect of “weighted-average-relatedness of neighbours” (WARN) on the patent application. 
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Such a WARN index gets higher value if the “relatedness” between the patenting activities in 

a region gets higher. The unrelated variety effect, on the other hand, captures the portfolio-

effect, which functions as a regional shock absorber (ESSLETZBICHLER, 2007). That is, 

when a region has a large number of unrelated industries, it may not be too vulnerable to 

sector-specific shocks, such as unemployment (BOSCHMA et al., 2012). While unrelated 

variety may be seen as a variety in general and hence beneficial for innovation, yet, related 

variety is expected to be more important. The main argument here is that the more related 

industries in a region, the more possibility of intra-regional knowledge spillover between 

these related industries, which, consequently, may increase the chance of knowledge 

generation and hence increasing the innovative capability of the region. This leads to the 

following additional hypothesis: 

 

Hp3: The impact of related variety on the region’s innovative capability is higher than the 

impact of unrelated variety. 

 

Processes of knowledge generation and combination are not only activated by means of 

interactions between local knowledge resources. Knowledge can also be brought into a region 

from “outside” through the international trade networks. Here, the knowledge sources are 

external both to the firm and to the region, i.e. global pipeline (BATHELT et al., 2004)
5
. This 

is in line with the literature on international technology diffusion, which proposes 

international trade as a conduit for flow of knowledge into the local firms within the regions 

(KELLER, 2004). This is also in line with ‘Learning-By-Exporting’ literature, arguing that 

firms that trade internationally have better access to knowledge about customer preferences, 

production techniques and foreign technology, which in turn may stimulate innovation and 

productivity (CLERIDES et al., 1998; CASTELLANI, 2002). All these literature emphasize 

on the importance of the intensity of the external knowledge as the source of knowledge 

generation (and consequently innovation capability) within the regions. In addition, there are 

recent evidence suggesting that the more “related” import and export portfolio of the region, 

the more learning opportunity within the region (BOSCHMA and IAMMARINO, 2009; 

BOSCHMA et al., 2012), which in turn can imply for more innovation capability of the 

region. Such arguments lead to the following two hypotheses: 

 

Hp4: The higher the intensity of the external knowledge brought into the region, the higher 

will be the region’s innovative capability. 

 

Hp5: The higher the related external knowledge brought into the region (the more imports 

and exports are related), the higher will be the region’s innovative capability. 
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To test the five proposed hypotheses, an econometric analysis on 81 functional regions in 

Sweden over 2002-2007, controlling for a set of control variables, is applied. This is presented 

in the rest of the paper.  

 

3. Empirical Analysis  

 

3.1. Data   

The geographic unit in the empirical analysis is functional regions. The Swedish Development 

Agency (NUTEK) has divided Sweden into 81 functional regions, each composed of several 

municipalities. The basic criteria for such division have been the common local labour market 

(LLM) and commuting time (NUTEK, 2005). ANDERSSON and KARLSSON (2007) find 

that knowledge flows in Sweden transcend municipal borders, but they tend to be bound 

within functional regions. This is because of the fact that functional regions differ from each 

other in terms of their production of and access to knowledge (KARLSSON and 

JOHANSSON, 2006). This makes it plausible to choose functional regions as the unit for the 

analysis of innovation capabilities, as this level of aggregation should mean that a large part 

of spatial dependence is internalized within the unit of analysis. Appendix 1 shows the map of 

the Swedish functional regions. 

Two sources of statistics are used to build the dataset: Statistic Sweden (SCB) and the 

European Patent Office (EPO) database. Data on R&D investment, total employment in two-

digit and five-digit NACE industry, higher educated employment, import & export, living 

place of inventors, and population during 2002 to 2007 all originate from Statistics Sweden. 

The European Patent Office (EPO) database provides patent data for Sweden which covers 

the period 2002 to 2007
6
. It accounts up to 85% of all Swedish patent applications in this 

period. A Swedish patent application is the one that has at least one inventor with living 

address in Sweden. Patents are regionalized according to the place of the inventors. If a patent 

application has more than one inventor, following JAFFE et al (1993), it is equally 

fractionalized based on the number of inventors. For instance, if a patent application has four 

inventors, each inventor (and the corresponding functional region that s/he lives) receives 

25% of that patent application. The final dataset is the result of merging the data concerning 

the determinants of regional innovative capability with patent data, which provides the 

balanced panel dataset of 486 observations consisting 81 units (functional regions) over the 

six years period (2002-2007). 
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(1) 

 

3.2. The model and measurements 

Analysing the determinants of regional patent (or other measure of innovation like product 

announcement) is extensively performed in so-called Regional Knowledge Production 

Function (RKPF) framework (JAFFE, 1989; FELDMAN, 1994; FELDMAN and FLORIDA, 

1994; ACS et al., 2002). This framework shifts the unit of analysis from traditional firm-level 

to regional-level, while maintaining the original Cobb–Douglas specification (AUDRETSCH 

and FELDMAN, 2004). The general specification of RKPF framework is:  

      
 

 

Where    is inventive or innovative output in region r, and    is the vector of innovation 

inputs within the region r, such as R&D investments, inter-industry knowledge spillover 

within a region (usually measured by the concentration of related manufacturing industries in 

the region), and human capital (described in Hp1, Hp2, Hp3)
7
. Therefore, the main innovation 

inputs in RKPF framework have been considered to be “internal” sources of knowledge 

generated within the region. This paper indeed extends the RKPF specification by adding the 

“external” sources of knowledge brought into the region, as additional inputs (explanatory 

variables) of innovative capability (output) of regions. This is motivated by international 

technology diffusion theory and also so-called Learning-By-Exporting literature (described in 

Hp4, Hp5). Such extended specification will be presented in this section, after the proper 

estimator is chosen. 

The negative binomial regression model is applied in order to estimate the relationship 

between regional innovation capability, proxied by patent applications, and its determinants 

presented in Section 2. The reason for choosing such estimator is because of the special 

feature of the dependent variable. The dependent variable patent application is count data.
8
 It 

also suffers from over-dispersion as the sample variance is 273 times the sample mean
9
. In 

order to handle this situation, the literature suggests several models such as negative binomial, 

zero-inflated negative binomial (ZINB), and hurdle models (CAMERON and TRIVEDI, 

2008)
10

. The dependent variable does not have many zero values. Only 24% of the patent 

values are zero in the sample (119 out of 486 observations), which provides little justification 

for using a ZINB model.
11

 Indeed, a Vuong test of zero-inflated negative binomial vs. 

(standard) negative binomial speaks in favour of (standard) negative binomial. The hurdle 

model is not a preferred model, too, for the same reason as for the zero-inflated models. Using 

the negative binomial model, the formulation for the regional innovation capability, which is 

an extension of RKPF, is written as follows: 
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(2)                   Pr(        ̃ |                 ) = 
            

   ̃ 

   ̃  
                   ̃= 0, 1, 2, 3,... 

Where,  

                                        

 

Where     is the number of patent applications in functional region r in year t,      is the 

vector of internal knowledge variables,      is the vector of external knowledge variables,     

is the vector of control variables,    are the coefficient parameters to be estimated, and 

          is assumed to have a gamma distribution with mean 1 and variance alpha, which 

can be estimated from the data. Alpha is the over-dispersion parameter, which corrects for the 

over-dispersion by adjusting the variance independently from the mean (CAMERON and 

TRIVEDI, 2008).  

The Likelihood-Ratio (LR) test of panel vs. pooled has been always in favour of panel 

models (reported in Table 2), hence the panel application of negative binomial model is 

chosen. For the dependent variable and most of the regressors, the vast majority of the 

variation in the data consists of the between-variation rather than the within-variation. 

Therefore, the fixed-effects estimator may not be very efficient, since it relies on within-

variation (ANDERSSON and LÖÖF, 2011). Furthermore, it is argued that fixed-effects 

estimator may even wrongfully include the impact of those variables which exhibit only slight 

changes over time, i.e. in this paper Related and Unrelated Variety (FRITSCH and 

SLAVTCHEV, 2007). Therefore random-effects estimator (RE) is used in the panel models
12

.  

 

3.2.1. The dependent variable 

The phenomenon under study is the innovative capability of Swedish functional regions. The 

number of patent applications for 81 Swedish functional regions during 2002-2007 is used as 

a proxy for innovative capability (see JAFFE and TRAJTENBERG, 2005; ACS et al., 2002). 

Patents have been found to be a good proxy of innovative activity in general (Griliches, 1990) 

and for regional-level analysis in particular (ACS et al., 2002)
13

. This is because patents are 

granted for inventions which are novel, inventive, and have industrial application 

(ANDERSSON and LÖÖF, 2011)
14

.  

 

3.2.2. Independent variables 

Based on the underlying theories discussed in part 2, the independent variables in this paper 

are grouped into two categories: (I) internal knowledge and (II) external knowledge. 
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(I) Internal knowledge: To capture the characteristics of the region’s internal knowledge, in 

terms of intensity and variety, three different variables are included: the intensity of R&D 

activities of the region, the unrelated variety of knowledge within the region, and the related 

variety of knowledge within the region. The first one captures intensity aspect and second and 

third variables capture variety aspect. 

The measure of the intensity of R&D activity (     ) is the log amount of R&D 

investments of the region r in year t in Million Swedish Kroner (MSEK)
15

. 

 

The unrelated variety (URV) of knowledge within the region is measured as the entropy at the 

two-digit level (FRENKEN et al., 2007; BOSCHMA et al., 2012). The unrelated variety 

(URV) index for region r in year t is given by: 

       ∑   
  
       

 

     
  

    

 

Where,      is the employment share in two-digit NACE code for region r in year t and I is 

the maximum number of two-digit sectors in region r and year t 16. 

 

For measuring the related variety, following FRENKEN et al. (2007), it is assumed that 5-

digit industries are technologically related when they share the same 2-digit class. These 

industries are perceived to show some degree of cognitive proximity, because these 5-digit 

sectors (e.g., sub-branches in chemicals) will share some technology and product 

characteristics in the same 2-digit class (e.g., chemicals). At the same time, these industries 

are considered to show some degree of cognitive distance, because these sectors differ at the 

5-digit level. Then, the more sectors at the 5-digit level within each 2-digit level in a region, 

higher the value of related variety. Therefore, related variety (RV) in region r and time t, as 

the weighted sum of entropy within each two-digit sector, is given by: 

 

      ∑         

 

   

 

Where: 

      ∑
    
    

    

      
 

        ⁄
  

 

Where,      is the employment share in five-digit NACE code for region r in year t,      is 

the employment share in two-digit NACE code for region r in year t, and G is the maximum 

number of two-digit sectors in region r and year t.  

(3) 

(4) 
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(II) External knowledge: To capture the characteristics of the region’s external knowledge, 

in terms of intensity and variety, two different variables are included: the amount of export 

and import, as intensity measure, and related trade variety index, as variety measure. 

The measure adopted as a proxy for the intensity of external knowledge brought into the 

region relates to the amount of the international trade linkages of each functional region 

(BOSCHMA and IAMMARINO, 2009). It is measured as: 

 

                                                  
 

Where,                and                are the value of the import and export in 

manufacturing in region r in year t, respectively. The higher the value of          , the 

greater is the external knowledge that flows into the region. 

 

The measure adopted as a proxy for the variety of external knowledge brought into the region 

is the Related Trade Variety (BOSCHMA et al., 2012). It aims to measure the extent to which 

the export portfolio of a region is related to its import portfolio. Let 1 be a five-digit industry 

within the two-digit class I(i), with i = 1,.., n. Then following BOSCHMA and IAMMARINO 

(2009), trade related variety (TRV) is given as follows:  

 

       ∑        
                 

  
Where,        

     is the import entropy in five-digit industries other than 1, but within the 

same two-digit industry I(i), i.e. (i   ).         (i) is the relative size of the five-digit export 

industry 1 (with i = 1, . . . n) in the entire provincial export. 

 

 

3.2.3. Control variables 

Several control variables are considered: population density, human capital, manufacturing 

concentration index, high-technology manufacturing concentration index, number of high-

tech large manufacturing firms, and year dummies. Population density (POPULATION) 

controls for the size of the regions and captures urbanization economies. It is measured as the 

population per square kilometre in each region each year. Population density is expected to 

have positive effect on innovative capability (FELDMAN, 1994).  

Human capital (HC) is a standard variable in KPF framework. It is shown to have the 

significant positive impact on innovation capability in firm level (ANDERSSON and 

EJERMO, 2005) and regional level studies (LEE et al, 2010). Such a positive effect on 

(5) 

(6) 
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innovation capability is motivated generally by endogenous growth theory (ROMER, 1986), 

and specifically by LUCAS (1988)’s model, arguing that the ability to develop new 

technology depends on the average level of human capital in the local economy. It is 

measured as the fraction of higher educated employees (employees with three or more years 

of university education) in region r year t.  

 

It is shown that sectors differ in their propensity to patent. First of all, service sector is less 

likely to patent its knowledge production compared with manufacturing (HIPP and GRUPP, 

2005). In order to incorporate this argument, the paper includes location quotient of the 

manufacturing specialization (LQ_MAN). It is calculated as follows: 

 

          
(
                                           

                                   
)

(
                                          

                                  
)
 

 

The higher the value of       , the higher concentration of manufacturing sectors in the 

region. This variable controls for the fact that manufacturing sectors have higher propensity to 

patent than service sectors, and expected to have positive sign (FRITSCH and SLAVTCHEV, 

2007; PACI and USAI, 1999). 

Second, even within manufacturing, sectors have shown different behaviour in terms of 

propensity to patent, because different sectors have different technology and innovation 

opportunities, and are thus characterized by different technological regimes (MALERBA and 

ORSENIGO 1997). For instance pharmaceutical and chemical sectors are more likely to 

patent because they are in high-tech manufacturing sectors (SCHERER, 1983). As for 

controlling this second point, the paper includes location quotient of the High-Tech 

manufacturing sectors (LQ_HT)
17

. It is calculated as follows: 

 

         
(
                                                     

                                   
)

(
                                                    

                                  
)
 

 

This variable is also expected to have positive effect on innovative capability
18

. Both 

(LQ_MAN) and (LQ_HT) are controlling for heterogeneous industry structure across regions, 

which stem from the heterogeneous propensity of sectors to patent. 

(8) 

(7) 
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One would like to see if the result is driven merely by the presence of a few large firms in 

industries prone to patenting activity or not. In order to account for this, the number of large 

firms (firms with 500 or more employees) in High-Tech manufacturing sectors in the region 

(LRG_HT) is included as another control variable. It is expected that the presence and 

dominance of large firms would have negative effect on regional innovative capability, ceteris 

paribus (ACS et al, 1994; 2002).  

Finally, year dummies are included to capture heterogeneity between years. In order to 

reduce simultaneity concerns, one year lag for all right hand side variables is used in the 

subsequent empirical analysis
19

. The definitions of all variables are documented in Appendix 

2. 

 

3.3.  Data Descriptions and correlations 

The distributions of main variables, i.e. PATENT, R&D, RV, URV, EXP_IMP, TRV, over 

functional regions are illustrated in Figure 1. The values are the average value during 2002 to 

2007. 

 

[Figure 1 about here] 

 

The patent applications are geographically concentrated in Sweden, which is well in line with 

previous findings in US and Europe (AUDRETSCH and FELDMAN, 1996; BRESCHI, 

1999). In other words, it also shows the clear evidence of over-dispersion of patent 

application (BETTENCOURT et al, 2007), with four regions over performing than other 

regions, i.e. Stockholm, Gothenburg, Malmö, and Linköping, in which the first three ones are 

the three Swedish metropolitan areas. On the other extreme, five functional regions do not 

have any patent application during the study period, i.e. region 66, 67, 73, 76, and 78 (see 

Appendix 1 for the name of regions). One interesting point is that RV is the highest exactly 

among those four regions with highest patent applications, while this is not the case for URV. 

This is already an initial indication of superior role of RV compared with URV. Another 

interesting point is the regional portfolio of Stockholm, as the highest producer of patent 

applications: Stockholm develops its variety more in a related sense, rather than unrelated 

sense.  

The correlation matrix and descriptive statistics for all variables are presented in Table 1. 

 

[Table 1 about here] 
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Not only internal but also external knowledge sources (both intensity and variety aspects) are 

positively correlated with patent application. Interestingly RV is correlated with patent 

application twice as the URV with patent application. This is again an indication for the 

superior role of related variety compared with unrelated variety, as noted in Figure 1. The 

variance inflation factor (VIF) test is performed to check for multicollinearity between 

independent variables. All independent variables got the value of lower than 4 in this test and 

the overall VIF score was equal to 2.16. Therefore, it is expected that multicollinearity does 

not substantially bias the regression results in part 4
20

.  

 

 

4. Empirical results  

The results of negative binomial random effect estimation of knowledge-based determinants 

of patent application for 81 Swedish functional regions over the period of 2002 to 2007 are 

reported in the Table 2. 

 

[Table 2 about here] 

 

First model (column (1)) considers only the effect of the intensity and variety of the region’s 

“internal” knowledge. Second model adds the intensity and variety of the “external” 

knowledge. Third model controls for the size of regions by adding POPULATION. Fourth 

model takes into account the industry heterogeneity across regions by adding LQ-MAN and 

LQ-HT. Finally, fifth model add LRG_HT to take into account the possible dominancy of few 

(large) high-tech firms in the region. This model is the full model which includes all 

explanatory variables and control variables.  

 

R&D investment and HC are positive and highly significant in all models, as expected. They 

show the importance of intensity of internal knowledge (i.e. generated inside the region) for 

innovative capability of the region. Human capital in particular signifies the importance of 

highly educated individuals for producing patents, and that there are positive externalities to 

schooling. URV is always positive showing the importance of variety (in general sense) for 

innovative capability. However, its significance diminishes from model 1 to the model 5 (full 

model). On the other hand, the interesting point is that the related variety of knowledge 

within the regions (RV) is always positive and significant, even after controlling for 
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population (in model (3)), heterogeneous industry structure across regions (in model (4)), and 

firms size composition of regions (in model (5)). The robust result concerning RV can be 

explained as in Hypothesis 3:  A region with higher RV can enjoy the higher learning 

opportunity and knowledge spill-overs between the existing related sectors within that region 

(compared with regions with high URV) (FRENKEN et al., 2007), which eventually lead to 

higher innovation capability for the region (FELDMAN, 1994; AUDRETSCH and 

FELDMAN, 2004). These results confirm hypotheses 1, 2, and 3. 

The intensity of external knowledge (IMP_EXP) is positive and significant in the all models 

in which it is included, thus confirming hypothesis 4. However, unlike the expectation, the 

TRV measure shows negative sign, nevertheless, the significance is weak and it is not a 

robust result to explain the innovation capability of the regions. This means the null of 

hypothesis 5 cannot be rejected. TRV indeed has shown some vague results in previous 

studies: while it shows the positive and significant effect on regional employment growth, it 

shows no significant impact on regional value-added growth and labour-productivity growth, 

even with the negative sign in the later one (BOSCHMA and IAMMARINO, 2009).  

As for control variables, population density is always significant and positive, which is in 

line with previous research on RKPF framework (FELDMAN, 1994). This shows the 

positive effect of scale or (pure) urbanization economies. Model (4) shows that regions with 

concentration of manufacturing sectors (LQ_MAN) in general and high-tech manufacturing 

sectors (LQ_HT) in particular are performing better in terms of applying for patent, as 

expected (SCHERER, 1983; HIPP and GRUPP, 2005). Moreover, controlling for such 

industry heterogeneity (i.e. acknowledging different propensity to patent in different 

industries) across regions did not changed the main results concerning internal and external 

knowledge. Finally in the full model, LRG_HT shows the negative sign. Hence it seems 

merely a few large firms prone to patenting activity are not driving the innovative capability 

of regions; rather the patenting activities seem to be also spread out between many smaller 

firms in the region
21

. This is in line with previous studies suggesting that regions dominated 

by small firms have higher innovative capability, ceteris paribus (ACS et al, 1994; 2002). 

However, the coefficient is not significant, makes one to be cautious about interpretation. 

Nevertheless, this variable controls for the possible concentration of patent activities in few 

(large) firms prone to patenting, and the main results remained the same.  

Since the Maximum Likelihood Estimation (MLE) is used, one way to compare the models 

with each other is to use Akaike information criterion (AIC) or Bayesian information criterion 

(BIC). Both criteria get smaller when moving from model (1) to (2) (BIC is not reported in 
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Table 2). This means that by adding the external knowledge variables in model (2), this model 

is getting better in terms of fitness compared with model (1), which only includes internal 

knowledge, while there is no evidence of over-fitting. In other words, internal knowledge and 

external knowledge together can produce the better fit for modelling the patent application 

compared with including only one of them. Controlling for POPULATION in model (3) 

further improved the model. While moving to model (4) did not improve the model, model 

(5), which is the full model, turns out to be the best model in terms of AIC. The same 

evidence is also obtained by performing the Likelihood Ratio test of restricted vs. unrestricted 

models, when moving between models
22

. This can be seen as fulfilling the stated aim of the 

paper, i.e. to empirically test various theoretical conjectures (RKPF and international trade 

theory) in a common empirical setting. 

The likelihood ratio (LR) test of including alpha, over-dispersion parameter, is reporter in 

table 2, too. In all models the null hypothesis of alpha equal to zero in strongly rejected. This 

means over-dispersion parameter is significantly different from zero and thus shows (again) 

that the negative binomial is a preferred estimation strategy over the Poisson or zero-inflated 

Poisson models. Similar estimation choice has been preferred by previous studies using 

Swedish patent application data in regional-level (EJERMO, 2005) and firm-level studies 

(ANDERSSON and LÖÖF, 2011).  

One may argue that the dominant and positive effect of related variety on innovation may 

not be equally strong in various stages of Industry/Product Life Cycle. Specifically, one may 

expect the lower effect of related variety (and variety in general) in later stages of ILC, as the 

later stages are characterized by dominant design, standardization, and less heterogeneity of 

the firms and products (VERNON, 1966; UTTERBACK and ABERNATHY, 1975; 

DURANTON and PUGA, 2001). Yet, the data at hand does not allow considering the effect 

of ILC on related variety and other explanatory variables, leaving such interesting point for 

further research. 

5. Conclusion 

This paper analysed the effect of (i) intensity and variety aspects of internal knowledge and 

(ii) intensity and variety aspects of external knowledge on the regional innovative capability, 

measured by patent applications. As for variety aspect, the paper distinguished between 

related and unrelated variety for internal knowledge, and used trade related variety to capture 

the variety of external knowledge. 

The results of the empirical analysis show that the innovative capability of regions rises 

with both the intensity and the variety of the internal knowledge. The interesting point is that 
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when it comes to variety of internal knowledge within the region, knowledge variety per se 

does not substantially affect regional innovativeness, as captured by ‘unrelated’ variety, but it 

has the robust and positive impact if it is a ‘related’ variety. This finding is line with previous 

literature, though this seems to be the first attempt to implement the idea of related and 

unrelated knowledge variety in a study of regional innovation (see GLAESER et al., 1992; 

FRENKEN et al., 2007). The results also suggest that the intensity of external knowledge 

flowing into a region has a positive effect on innovation capability of a region, which is in 

line with international trade diffusion (KELLER, 2004) and learning-by-exporting literature 

(CLERIDES et al., 1998; CASTELLANI, 2002; ANDERSSON and LÖÖF, 2009). The 

results are not robust concerning the effect of trade related variety, aiming to capture the 

relatedness of the import and export portfolio of regions. Specifically on internal and external 

knowledge, these two categories together produce a better fit for modelling the patent 

application compared with including only one of them. In other words, this is fulfilling the 

stated aim of the paper, i.e. to empirically test various theoretical conjectures (RKPF and 

international trade theory) in a common empirical setting. Further, some of the control 

variables included in the analysis provided additional insight.  

In a nutshell, some regions produce more patent than others in Sweden because of several 

reasons: (i) they are better in generating internal knowledge (both variety and intensity 

aspect), (ii) they are benefiting more from external knowledge flowing into the region from 

outside through international trade linkages (intensity aspect), (iii) they are dominated by 

High-Tech manufacturing sectors, and (iv) they are benefiting from urbanization (scale) 

economies.  

What conclusions can be drawn with respect to policy? The main result shows that having 

related industries within a region enhances the regional innovative capability (because of 

knowledge spillover occurring between those related industries). This implies that regions 

need to be smart and develop the portfolio of complementary sectors, e.g. by having the 

related variety portfolio. Policy makers may help to this in two ways. First, one might think of 

a targeted policy for attracting the related sectors to the given region. However, it is shown 

that the entry and exit of sectors to the regions is governed by a self-selection process of firms 

(belonging to sectors) and associated path-dependency process, rather than targeted policy 

(NEFFKE et al, 2011). Instead, what policymakers may do is to look at the past, identify the 

potential sectors that could have contributed to the related variety portfolio of a given region 

(but they never came to the region yet), and eventually remove the possible bottlenecks that 

have resisted the entry of those related sectors to the region (NEFFKE et al, 2011). Second, 
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another way of helping a region to have the variety of knowledge is to attract the creative 

class individuals into a region. Recent studies suggest that creativity has been a missing pillar 

in the theory of knowledge spillover (AUDRETSCH and BELITSKI, 2013). Diversity, 

openness to other cultures, and portion of Bohemians all contribute to higher creativity level 

in the regions and hence higher knowledge spillover (BOSCHMA and FRITSCH, 2009; 

AUDRETSCH and BELITSKI, 2013) and eventually more innovative capability. In both of 

these ways, policymakers may help the regions to develop the related variety type of 

portfolio, only in the long run. Such policy to promote the variety in the region can be a 

complementary one beside the classic policy of increasing the R&D intensity of the regions. 

That is having both variety and intensity in mind as complementing each other for having a 

higher regional innovative capability.  

 

 

 

 

 

 

 

 

 

References  

ACS Z. J., AUDRETSCH D. B., and FELDMAN M. P. (1994) R &D Spillovers and 

Recipient Firm Size, The Review of Economics and Statistics 76(2), 336-340. 

ACS Z. J., ANSELIN L. and VARGA A. (2002) Patents and innovation counts as measures 

of regional production of knowledge, Research Policy 31(7), 1069-1083. 

ANDERSSON M. and EJERMO O. (2005) How does accessibility to knowledge sources 

affect the innovativeness of corporations?-evidence from Sweden, The annals of 

regional science 39, 741–765. 

ANDERSSON M. and KARLSSON C. (2007) Knowledge in Regional Economic Growth-

The Role of Knowledge Accessibility, Industry & Innovation 14(2), 129-149. 

ANDERSSON M. and LÖÖF H. (2009) Learning‐by‐Exporting Revisited: The Role of 

Intensity and Persistence, The Scandinavian Journal of Economics 111(4), 893–916. 

ANDERSSON M. and LÖÖF, H. (2011) Small business innovation: firm level evidence from 

Sweden, Journal of Technology Transfer, DOI: 10.1007/s10961-011-9216-9. 

ANTONIETTI R. and CAINELLI G. (2011) The role of spatial agglomeration in a structural 

model of innovation, productivity and export, Annals of Regional Science 46(3), 577-

600. 

http://ideas.repec.org/a/taf/indinn/v14y2007i2p129-149.html
http://ideas.repec.org/a/taf/indinn/v14y2007i2p129-149.html
http://ideas.repec.org/s/taf/indinn.html


19 

 

ASHEIM B. T., BOSCHMA R. and COOKE P. (2011) Constructing Regional Advantage: 

Platform Policies Based on Related Variety and Differentiated Knowledge Bases, 

Regional Studies 45(7), 893-904. 

AUDRETSCH D. B. and VIVARELLI M. (1996) Small firms and spillovers: Evidence from 

Italy, Small Business Economics 8(3), 249-258.  

AUDRETSCH D. B. and FELDMAN M. P. (1996) R&D Spillovers and the Geography of 

Innovation and Production, The American Economic Review 86(3), 630-640. 

AUDRETSCH D. B. and FELDMAN M. P. (2004) Knowledge Spillovers and the Geography 

of Innovation, in HENDERSON J. V. and THISSE J. (Eds) Handbook of Urban and 

Regional Economics: Cities and Geography, Volume 4, pp. 2713-2739. North Holland 

Publishing, Amsterdam. 

AUDRETSCH D. B. and BELITSKI M. (2013) The missing pillar: the creativity theory of 

knowledge spillover entrepreneurship, Small Business Economics. 

BATHELT H., MALMBERG A. and MASKELL P. (2004) Clusters and knowledge: Local 

buzz, global pipelines and the process of knowledge creation, Progress in Human 

Geography 28(1), 31-56. 

BEAUDRY C., SCHIFFAUEROVA A. (2009) Who’s right, Marshall or Jacobs? The 

localization versus urbanization debate, Research Policy 38(2), 318–337. 

BERLIANT M. and FUJITA M. (2011) The Dynamics of Knowledge Diversity and 

Economic Growth, Southern Economic Journal 77 (4), 856-84.  

BETTENCOURT L. M., LOBO J., and STRUMSKY D. (2007) Invention in the city: 

Increasing returns to patenting as a scaling function of metropolitan size, Research 

Policy 36, 107–120. 

BOSCHMA R. A. and FRITSCH M. (2009) Creative Class and Regional Growth: Empirical 

Evidence from Seven European Countries Economic Geography 85(4), 391-423. 

BOSCHMA R. and IAMMARINO S. (2009) Related Variety, Trade Linkages, and Regional 

Growth in Italy, Economic Geography 85(3), 289-311.  

BOSCHMA R., MINONDO A. and NAVARRO M. (2012) Related variety and regional 

growth in Spain, Papers in Regional Science 91(2), 241–256 

BRESCHI S. (1999) Spatial patterns of innovation, in GAMBARDELLA A. and MALERBA 

F. (Eds) The Organisation of Economic Innovation in Europe, pp. 71–102. 

CambridgeUniversity Press, Cambridge. 

BRESCHI S., LISSONI F. and MALERBA F. (2003) Knowledge-Relatedness in Firm 

Technological Diversification, Research Policy 32(1), 69-87. 

CAMERON C. and TRIVEDI P. (2008) Applied Microeconometrics using STATA. STATA 

Press, New York. 

CASTELLANI D. (2002) Export Behaviour and Productivity Growth: Evidence from Italian 

Manu-facturing Firms, Review of World Economics 138(4), 605-628. 

CLERIDES S., LACH S. and TYBOUT J. (1998) Is learning by exporting important? Micro-

dynamic evidence from Colombia, Mexico, and Morocco, The Quarterly Journal of 

Economics 113(3), 903-947. 

CRESCENZI R., RODRIGUEZ-POSE A., and STORPER, M. (2012) The territorial 

dynamics of innovation in China and India, Journal of Economic Geography 12, 

1055–1085. 

DE GROOT H. L., POOT J. and SMIT M. J. (2009) Agglomeration externalities, innovation 

and regional growth: Theoretical perspectives and meta-analysis, in CAPELLO R. and 

NIJKAMP P. (Eds) Handbook of regional growth and development theories, pp. 256-281. 

Edward Elgar Publishing, Northampton MA. 

DURANTON G. and PUGA D. (2001) Nursery Cities: Urban Diversity, Process Innovation, 

and the Life Cycle of Products, The American Economic Review 9(5), 1454-1477. 

javascript:__doLinkPostBack('','ss%7E%7EAR%20%22Cooke%2C%20Philip%22%7C%7Csl%7E%7Erl','');
javascript:__doLinkPostBack('','mdb%7E%7Ebuh%7C%7Cjdb%7E%7Ebuhjnh%7C%7Css%7E%7EJN%20%22Regional%20Studies%22%7C%7Csl%7E%7Ejh','');
http://web.ebscohost.com/ehost/viewarticle?data=dGJyMPPp44rp2%2fdV0%2bnjisfk5Ie46bdKs6qwTbGkv3zryuOL8qTffOvq44vytq9HsKatSq6nsDivsK5OuKa3OM7DpIzw1%2byL39nyge3k53y7p7BNtK%2b1S7Srsz7q1%2bx%2fu9vsPuLYu33h5KSM3927Wcyc34a7p7BLr62zS6Tc7Yrr1%2fJV5OvqhPLb9owA&hid=8
http://web.ebscohost.com/ehost/viewarticle?data=dGJyMPPp44rp2%2fdV0%2bnjisfk5Ie46bdKs6qwTbGkv3zryuOL8qTffOvq44vytq9HsKatSq6nsDivsK5OuKa3OM7DpIzw1%2byL39nyge3k53y7p7BNtK%2b1S7Srsz7q1%2bx%2fu9vsPuLYu33h5KSM3927Wcyc34a7p7BLr62zS6Tc7Yrr1%2fJV5OvqhPLb9owA&hid=8
http://web.ebscohost.com/ehost/viewarticle?data=dGJyMPPp44rp2%2fdV0%2bnjisfk5Ie46bdKs6qwTbGkv3zryuOL8qTffOvq44vytq9HsKatSq6nsDivsK5OuKa3OM7DpIzw1%2byL39nyge3k53y7p7BNtK%2b1S7Srsz7q1%2bx%2fu9vsPuLYu3rz3qSM3927Wcyc34a7qq9Lsam1S7Wc5Ifw49%2bMu9zzhOrq45Dy&hid=8
http://web.ebscohost.com/ehost/viewarticle?data=dGJyMPPp44rp2%2fdV0%2bnjisfk5Ie46bdKs6qwTbGkv3zryuOL8qTffOvq44vytq9HsKatSq6nsDivsK5OuKa3OM7DpIzw1%2byL39nyge3k53y7p7BNtK%2b1S7Srsz7q1%2bx%2fu9vsPuLYu3rz3qSM3927Wcyc34a7qq9Lsam1S7Wc5Ifw49%2bMu9zzhOrq45Dy&hid=8


20 

 

EJERMO O. (2005) Technological Diversity and Jacobs’ Externality Hypothesis Revisited, 

Growth and Change 36(2), 167-195. 

ESSLETZBICHLER J. (2007) Diversity, stability and regional growth in the United States 

1975–2002, in FRENKEN K. (Eds) Applied evolutionary economics and economic 

geography, pp. 203-229. Edward Edgar Publishing, Cheltenham. 

FELDMAN M. P. (1994) The geography of innovation. Kluwer Academic, Dordrecht. 

FELDMAN M. P. and Florida R. (1994) The geographic sources of innovation: Technological 

infrastructure and product innovation in the United States, Annals of the Association of 

American Geographers 84, 210-229. 

FELDMAN M. P. and AUDRETSCH D. B. (1999) Innovation in cities: Science-based 

diversity, specialization and localized competition, European Economic Review 43, 

409-429. 

FELDMAN M. P. (2003) Location and Innovation: The New Economic Geography of 

Innovation, Spillovers, and Agglomeration, in CLARK G. L. and FELDMAN M. P. 

(Eds) The Oxford Handbook of Economic Geography, pp. 373-394. Oxford University 

Press, Oxford. 

FELDMAN M. P. and KOGLER D. F. (2010) Stylized Facts in the Geography of Innovation, 

in HALL B. and ROSENBERG N. (Eds) Handbook of Economics of Technical 

Change., pp. 381-410. Elsevier, Oxford. 

FRENKEN K., VAN OORT F. and VERBURG T. (2007) Related Variety, Unrelated Variety 

and Regional Economic Growth, Regional Studies 41(5), 685- 697. 

FRITSCH M., and Slavtchev V. (2007) Universities and Innovation in Space, Industry and 

Innovation 14(2), 201-218. 

GLAESER E., KALLAL H., SCHEINKAM J. and SHLEIFER A. (1992) Growth in Cities, 

The Journal of Political Economy 100, 1126-1152. 

GORDON I. R., MCCANN P. (2000) Industrial clusters, complexes, agglomeration and/or 

social networks?, Urban Studies 37, 513–532. 

GRANT R. M. (1996) Prospering in Dynamically-competitive environments: organizational 

capability as knowledge integration, Organization Science 7(4), 375-387. 

GRILICHES Z. (1979) Issues in Assessing the Contribution of Research and Development to 

Productivity Growth, The Bell Journal of Economics 10(1), 92-116. 

GRILICHES Z. (1990) Patent statistics as economic indicators: A survey, Journal of 

Economic Literature 28(4), 1661-1707. 

GRÅSJÖ U. (2006) Spatial Spillovers of Knowledge Production - An Accessibility Approach. 

JIBS Dissertation series No.034, Jönköping. 

HIPP C. and GRUPP H. (2005) Innovation in the service sector: The demand for service-

specific innovation measurement concepts and typologies, Research Policy, 34, 517-

535. 

JACOBS J. (1969) The economy of cities. Vintage, New York. 

JAFFE A. B. (1989) Real effects of academic research, American Economic Review 79, 957-

970. 

JAFFE A. B., TRAJTENBERG M. and HENDERSON R. (1993) Geographic Localization of 

Knowledge Spillovers as Evidenced by Patent Citations, The Quarterly Journal of 

Economics 108(3), 577-98.  

JAFFE A. B. and TRAJTENBERG M. (2005) Patents, Citations, and Innovations: A Window 

on the Knowledge Economy. MIT Press Books, Massachusetts. 

KARLSSON C. and JOHANSSON B. (2006) Dynamic and Entrepreneurship in a 

Knowledge-based Economy. In KARLSSON C., JOHANSSON B., & STOUGH R. (Eds) 

Entrepreneurship and Dynamics in the Knowledge Economy, pp. 12-46. Routledge, New 

York 

http://ideas.repec.org/a/tpr/qjecon/v108y1993i3p577-98.html
http://ideas.repec.org/a/tpr/qjecon/v108y1993i3p577-98.html
http://ideas.repec.org/s/tpr/qjecon.html
http://ideas.repec.org/s/tpr/qjecon.html
http://ideas.repec.org/b/mtp/titles/026260065x.html
http://ideas.repec.org/b/mtp/titles/026260065x.html
http://ideas.repec.org/s/mtp/titles.html


21 

 

KARLSSON C. and NYSTRÖM K. (2011) Knowledge Accessibility and New Firm 

Formation, in DESAI S., NIJKAMP P. and STOUGH R. (Eds) New Directions in 

Regional Economic Development, pp. 174-198. Edward Elgar Publishing, 

Cheltenham. 

KELLER W. (2004) International technology diffusion, Journal of Economic Literature 

42(3), 752-782. 

KRUGMAN P. R. (1991) Geography and Trade. MIT Press, Cambridge. 

LEE S. Y., FLORIDA R. and GATES G. (2010) Innovation, Human Capital, and Diversity, 

International Review of Public Administration 14(3), 13-24. 

LUCAS R. (1988) On the mechanics of economic growth, Journal of Monetary Economics 

22, 3-42. 

MALERBA F. and ORSENIGO L. (1997) Technological Regimes and Sectoral Patterns of 

Innovative Activities, Industrial and corporate change 6(1), 83-117. 

MARSHALL A. (1920) Principles of Economics. Macmillan, London. 

MASKELL P. and MALMBERG A. (1999) Localised learning and industrial 

competitiveness, Cambridge Journal of Economics 23(2), 167-186. 

MASKELL P. (2001) Towards a knowledge-based theory of the geographical cluster, 

Industrial and Corporate Change 10, 921-943. 

MASKELL P. and MALMBERG A. (2002) The elusive concept of localization economies: 

towards a knowledge-based theory of spatial clustering, Environment and Planning A 34, 

429-449 

MESQUITA L. F. (2007) Starting over when the bickering never ends: Rebuilding aggregate 

trust among clustered firms through trust facilitators, Academy of Management Review 32, 

72-91.  

NEFFKE F., HENNING M., and BOSCHMA R. (2011) How Do Regions Diversify over 

Time? Industry Relatedness and the Development Industry Relatedness and the 

Development, Economic Geography 87(3), 237–265. 

NUTEK. (2005). Årsbok. The Swedish Agency for Economic and Regional Growth, 

Stockholm. 

PACI R. and USAI S. (1999) Externalities, knowledge spillovers and the spatial distribution 

of innovation, GeoJournal 49, 381–390. 

PONDS R., VAN OORT F. and FRENKEN K. (2010) Innovation, spillovers and university–

industry collaboration: an extended knowledge production function approach, Journal 

of Economic Geography  10, 231–255. 

RODAN S. and GALUNIC C. (2004) More than network structure: how knowledge 

heterogeneity influences managerial performance and innovativeness, Strategic 

Management Journal 25, 541–562. 

ROMER P. M. (1986) Increasing returns and long-run growth, Journal of Political Economy 

94, 1002–1037. 

SAVIOTTI P. P. (1996) Technological evolution, variety and the economy. Edward Elgar 

Publishing, Cheltenham. 

SCHERER F. M. (1983) The Propensity to Patent, International Journal of Industrial 

Organization 1, 107-128. 

SCHUMPETER J. (1934) The Theory of Economic Development. Harvard University Press, 

Cambridge, MA. 

TALLMAN S., JENKINS M., HENRY N. and PINCH S. (2004) Knowledge, clusters and 

competitive advantage, Academy of Management Review 29, 258-271. 

UTTERBACK J. M. and ABERNATHY W. J. (1975) A dynamic model of process and 

product innovation, Omega 3(6), 639-656. 

VERNON R. (1966) International Investment and International Trade in the Product Cycle, 

The Quarterly Journal of Economics 2, 190–207. 



22 

 

Figure 1. Distribution of main variables over Swedish functional regions (average value during 

2002-2007) 
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Figure 1 (continue). 
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Table 1. Correlation matrix and descriptive statistics 

 Variables 
PATE

NT 
R&D URV RV 

IMP_

EXP 
TRV HC POP 

LQ-

MAN 
LQ-HT LRG-HT 

PATENT  1 
      

    

R&D  0.488 1 
     

    

URV 0.228 0.192 1 
    

    

RV 0.435 0.403 0.678 1 
   

    

IMP_EXP 0.455 0.361 0.484 0.654 1 
  

    

TRV 0.226 0.174 0.359 0.461 0.346 1 
 

    

HC 0.545 0.449 0.479 0.690 0.628 0.404 1     

POP 0.886 0.535 0.380 0.607 0.553 0.279 0.671 1    

LQ-MAN 0.294 0.002 0.117 -0.21 -0.09 -0.12 -0.06 -0.16 1   

LQ-HT 0.261 0.171 0.384 0.213 0.143 0.138 0.302 0.292 0.038 1  

LRG-HT 0.818 0.373 0.142 0.281 0.351 0.209 0.406 0.293 -0.264 0.24 1 

Obs. 486 486 486 486 486 486 486 486 486 486 486 

Mean 24.02 6.15 4.03 2.12 16.27 0.10 0.03 28.24 0.09 -0.39 0.24 

S.D 80.99 1.95 0.29 0.45 3.23 0.13 0.02 39.53 0.17 0.44 1.21 

Min 0 2.04 2.76 1.04 0 0 0.007 0.24 -0.77 -1 0 

Max 632 11.12 4.46 3.13 24.09 0.52 0.125 250.09 0.40 0.75 14 
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Table 2. Determinants of patent application (2002- 2007); panel negative binomial estimation 

 

VARIABLES (1) (2) (3) (4) (5) 

      

R&D 0.179*** 0.157*** 0.113** 0.131*** 0.080* 
(lagged 1 year) (log) 

 
(0.049) (0.048) (0.045) (0.046) (0.041) 

URV 0.909** 0.686* 0.900** 0.261 0.633 
(lagged 1 year)  

 
(0.383) (0.402) (0.389) (0.420) (0.403) 

RV 1.039*** 1.030*** 0.675** 1.413*** 0.993*** 
(lagged 1 year)  

 
(0.272) (0.272) (0.275) (0.285) (0.280) 

HC 1.440*** 1.481*** 1.271*** 1.518*** 1.336*** 
(lagged 1 year)  

 
(0.209) (0.211) (0.205) (0.203) (0.197) 

IMP_EXP  0.044*** 0.040** 0.038** 0.030* 
(lagged 1 year) (log) 

  (0.016) (0.016) (0.016) (0.016) 

TRV  -0.211* -0.218* -0.200 -0.195 
(lagged 1 year) 

 
 (0.127) (0.120) (0.131) (0.126) 

POPULATION   0.009***  0.010*** 
(lagged 1 year) (log) 

 
  (0.003)  (0.002) 

LQ_MAN    1.641*** 2.121*** 
(lagged 1 year) 

 
   (0.570) (0.540) 

LQ_HT    0.376** 0.259 
(lagged 1 year) 

 
   (0.182) (0.170) 

LRG_HT     -0.006 
(lagged 1 year) 

 
    (0.011) 

LR test of Alpha=0 1117.86 1026.34 605.77 1019.33 448.27 

 (0.000) (0.000) (0.000) (0.000) (0.000) 

LR test vs. pooled 328.65 318.99 197.59 319.16 158.91 

 (0.000) (0.000) (0.000) (0.000) (0.000) 

Observations 405 405 405 405 405 

Nr of Regions 81 81 81 81 81 

Year Dummy YES YES YES YES YES 

AIC 1922.45 1891.28 1882.08 1883.07 1869.89 

 

Dependent variable in all models: Number of patent applications in Swedish functional regions over 2002 to 2007. 

The table reports coefficient parameters with standard errors in parentheses. 

*** p<0.01, ** p<0.05, * p<0.1 

For LR (Likelihood Ratio) test vs. pooled, Prob≥ χ² in parentheses 

For LR test of Alpha=0, Prob≥ χ² in parentheses. Alpha: Over-dispersion parameter estimated with pooled models. 

AIC: Akaike Information Criterion  
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Appendix 1. Map of Sweden divided to 81 functional regions (local labour market) 
Source: NUTEK (2005) 
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Appendix 2. Variable definitions and measures 

 

   Variables Definitions/Aims Measures 

D
ep

en
d

en
t 

V
a

ri
a

b
le

 

PATENT rt 
Innovation Capability in region r 

year t 

Number of patent application in region r year t, 

fractionalized by the inventors’ living place 

In
d

ep
en

d
en

t 
v

a
ri

a
b

le
s 

In
te

rn
al

 k
n
o

w
le

d
g
e 

In
te

n
si

ty
 

R&D rt 
Corporate R&D investment in 

region r year t 
                                   

         

V
ar

ie
ty

 URV rt 

Unrelated Variety: Degree of 

sectoral unrelated variety of 

region r year t 

Entropy measure in two-digit sector 

RV rt 

Related Variety: Degree of 

sectoral related variety of region r 

year t 

Weighted sum of entropy 

within each two-digit sector 

E
x
te

rn
al

 k
n
o
w

le
d
g
e 

In
te

n
si

ty
 

IMP_EXP rt 
Amount of import and export in 

region r year t (in manufacturing) 
                                       

V
ar

ie
ty

 

TRV rt 

Trade Related Varity: Degree of 

relatedness between export and 

import portfolio of the region r in 

year t 

Weighted sum of import entropy 

within each two-digit sector, excluding the same 5-digit 

export 

 

C
o

n
tr

o
l 

v
a
ri

a
b

le
s 

 

POP rt 
Population density in region r 

year t     
             

   
  

  

HC rt 

Human Capital: fraction of higher 

educated employees (HEE) to the 

total employees in region r year t 

      

                  
 

  

LQ_MAN rt 

Manufacturing concentration 

index: Share of manufacturing of 

region r year t to the total 

economy employment 

(
                                           

                                   
)

(
                                          

                                  
)
 

  

LQ_HT rt 

Hi-Tech Manufacturing 

concentration index: Share of Hi-

Tech manufacturing of region r 

year t to the total economy 

employment 

(
                                                    

                                   
)

(
                                     

                                  
)

 

  

LRG_HT rt 
Number of Large High-Tech 

firms 

Number of Large High-Tech manufacturing firms 

(employee>=500 and NACE code: 2433, 30, 32, 33 and 

353) in region r year t 

  YEAR 

DUMMIES 

Capturing heterogeneity between 

years 
y2002-y2007 
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End notes 

                                                 
1
 In this paper, “knowledge” refers to all three types of knowledge classified by KARLSSON and JOHANSSON 

(2006): scientific knowledge, technological knowledge, and entrepreneurial knowledge. Scientific knowledge 

has the character of a pure public good, although it is generally only available to those with the relevant 

scientific training. Technological and entrepreneurial knowledge are non-rivalrous and partially excludable 

goods, where the latter is often the result of learning-by-doing. All three types are argued to be patentable and 

there is indeed evidence on increasing propensity to patent all three types. Since the phenomenon under 

investigation in this paper is actually patent application, it seems plausible to include all of them as the 

conceptualization of knowledge. 
2
 One could ask even a further question: given the importance of knowledge variety (diversity), how to enhance 

it in the regions/cities (AUDRETSCH and BELITSKI, 2013)? 
3
 There are previous studies showing the positive effect of the concept of related industries on regional 

innovation measures (FELDMAN, 1994; FELDMAN and AUDRETSCH, 1999; EJERMO, 2005). Yet, this 

paper employs the entropy measure, which turns out to be an attractive measure, since it distinguishes between 

related and unrelated variety. 
4
 One way to enhance the variety (heterogeneity) of knowledge in the region/city is recently suggested to be the 

existence of creative class and ethnical diversity, which may enhance knowledge spillover and entrepreneurial 

opportunity in the region (AUDRETSCH and BELITSKI, 2013).   
5
 This has been recognized as one of the stylized fact in the geography of innovation (FELDMAN and 

KOGLER, 2010). 
6
 It is preferable to use the EPO data rather than data from Swedish Patent Office, since in recent years the 

number of Swedish patent applications in EPO is increasing relative to Swedish Patent Office. Hence, it is 

assumed that EPO data can provide richer dataset in the study period of this paper. 
7
 The unit of analysis in RKPF has been either region-technology (JAFFE, 1989; FELDMAN and FLORIDA, 

1994; PONDS et al., 2010) or region (ACS et al, 2002; EJERMO, 2005; FRITSCH and SLAVTCHEV, 2007). 

This paper chooses the later alternative, while controlling for industry heterogeneity across regions. 
8
 It is worthy to note that, however, the patent data is a non-integer data, since the patent data is fractionalized 

(based on the number of inventors belonging to different functional regions). This could violate the usage of 

negative binomial regression, since this technique is designed for count data (integer data). To avoid this 

possible violence, the rounded value of fractionalized patent data is used in the regression. There are two groups 

of data that are in the risk of being under/overvalued after rounding: (i) the observations with the patent value 

between 0 and 0.5 and (ii) with the value between 0.5 and 1. Nonetheless, the numbers of observation in former 

group is only ten and in the latter one is only eleven. More importantly, the result of binomial regression before 

and after rounding is quite similar. 
9
 The mean value for patent application is 24 and the variance is 6560. 

10
 Since the mean and variance are not equal, therefore the equidispersion assumption is violated, which implies 

that the estimations based on Poisson and Zero-inflated Poisson models are not the preferred options. 
11

 Even if there would be many zero value in the data, it does not necessarily mean that zero-inflated models can 

be the best option (CAMERON and TRIVEDI, 2008, p.605), since it must be possible to distinguish between 

‘true zeros’ and ‘excess zeros’ in order to be reasonable to use zero-inflated models. The mechanism for 

distinguishing these two types of zero is not clear in the patent application data, hence the use of zero-inflated 

models seems to be implausible. An example of the a situation where it is possible to distinguish between true 

zeros and excess zero is when a researcher wants to explain the amount of cigarettes smoked per day, while s/he 

has a survey containing both smokers (can cause true zeros) and non-smokers (causing excess zeros) 

(CAMERON and TRIVEDI, 2008, p.584).  
12

 Here ‘random effects’ apply to the distribution of the over-dispersion parameter (alpha), which is the same for 

all observations in the same group (here functional region) but varies randomly from group to group. 
13 ACS et al (2002) compared the number of new products and patents across US regions and conclude; ‘‘the 

empirical evidence suggests that patents provide a fairly reliable measure of innovative activity’’ (p. 1080). 
14

 It must be acknowledge that the use of patents as indicators for innovation is not undisputed. It is argued that 

not all patents are innovations and not all innovations are patented (GRILICHES, 1990). 
15

 The R&D investment refers to corporate R&D investment. In Swedish case it is documented that the corporate 

R&D (not university R&D) is the one that has the significant impact on innovative capability of the regions 

(GRÅSJÖ, 2006). GRÅSJÖ (2006) used patent application as the measure of innovative capability of Swedish 

regions. He found significant impact of corporate R&D (but not university R&D) on innovative capability. The 

lack of significant impact of university R&D has been also found in explaining the Swedish export (GRÅSJÖ, 

2006) as well as Swedish firm formation (KARLSSON and NYSTRÖM, 2011). 
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16

 In addition to Unrelated Variety, this paper initially considered the measured of the pure variety, which is a 

disentangled measure of variety in five-digit sectors within the regions (BOSCHMA et al., 2012). Substituting 

the unrelated variety with pure variety measures reveals very similar results. 
17

 High-Tech manufacturing sector is defined based on OECD classifications. It consists of following NACE 

codes: 2433, 30, 32, 33 and 353. Similar classification is used in other patent studies, for instance in 

ANDERSSON and LÖÖF (2011). 
18

 The value of LQ_HT is normalized by                             .            is 

systematically distributed between -1 and +1 (FRITSCH and SLAVTCHEV, 2007; PACI and USAI, 1999). The 

same normalization is done for LQ_MAN. 
19

 It should be acknowledge that one year may not be the best lagging option, as other studies uses 2 or 3 years 

lag (FRITSCH and SLAVTCHEV, 2007; PONDS et al., 2010), although there are indeed one-year-lag studies, 

too (CRESCENZI et al, 2012). However, the sample would have been substantially small if the lag was 

increased. 
20

 The VIF test is performed after the conventional OLS regressions. There is no formal threshold for variance 

inflation factor test, but as a rule of thumb the VIF score below 10 (or sometimes 5) is said to be the evidence of 

quite mild multicollinearity. 
21

 Using the Location Quotient instead of absolute number of High-Tech large manufacturing firms revealed the 

same result.  
22

 LR test of restricted vs. unrestricted models is not reported in Table 2 and is available upon request. 


